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Status of this Meno

This menmo provides information for the Internet community. This nmeno
does not specify an Internet standard of any kind. Distribution of
this nmeno is unlinmted.

Abst r act

Thi s docunent was submitted to the |ETF IPng area in response to RFC
1550. Publication of this docunent does not inply acceptance by the
| Png area of any ideas expressed within. Coments should be
submitted to the big-internet@unnari.oz.au mailing list.

1. Executive Summary

The two nost commonly cited i ssues notivating the introduction of

| Png are address depletion and routing table growth in I Pv4. Further
notivation is the fact that the Internet is wi tnessing an increasing
diversity in the protocols and services found in the network. Wen
eval uating alternatives for I1Png, we should consider how well each
alternative addresses the problems arising fromthis diversity. In
this docunment, we identify several features that affect a protocol’s
ability to operate in a multiprotocol environment and propose the

i ncorporation of these features into |IPng.

Qur thesis, succinctly stated, is: The next generation I|nternet
Prot ocol should have features that support its use with a variety of
prot ocol architectures.

2. I nt roducti on

The Internet is not a single protocol network [4]. Wile TCP/IP
remains the primary protocol suite, other protocols (e.g., |PX

Appl eTal k, OSI) exist either natively or encapsul ated as data within
| P. As new protocols continue to be devel oped, we are likely to find
that a significant portion of the traffic in future networks is not
from singl e-protocol comunications. It is inportant to recognize
that nmultiprotocol networking is not just a transition issue. For
instance, we will continue to see tunneling used to carry IPX traffic
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over the Internet between two Novell networks. Furthernore, the

i ntroduction of IPng is not going to result in a near term
elimnation of 1Pv4. Even when |Png becones the primary protoco
used in the Internet, there will still be IPv4 systens in use. W
shoul d consi der such multiprotocol uses of the network as we design
future protocols that can efficiently handl e nm xed protocol traffic.

We have identified several issues related to the way in which
protocol s operate in a nultiprotocol environnent. Many of these

i ssues have traditionally been deened "l ess inportant” by protoco
designers since their goal was to optim ze for the case where al
systens supported the sane protocol. Wth the increasing diversity
of network protocols, this approach is no |onger practical. By
addressing the issues outlined in this paper, we can sinplify the

i ntroduction of IPng to the Internet and reduce the risk for network
managers faced with the prospect of supporting a new protocol. This
will result in a faster, w der acceptance of |IPng and increased
interoperability between Internet hosts. |In addition, by designing
I Png to address these issues, we will make the introduction of future
protocols (1Png2) even easier

The outline for this docunent is as follows. 1In Section 3 we
notivate the issues of nultiprotocol networking with a discussion of
an exanple system In Section 4 we describe three main techni ques
for dealing with multiple protocols. This is followed in Section 5
by a description of the various protocol features that are inportant
for inplenenting these three techniques. W conclude in Section 6
with a summary of the issues raised.

3. Miltiprotocol Systens

Consider the multiprotocol architecture depicted in Figure 1. A
system supporting this architecture provides a generic file-transfer
service using either the Internet or OSI protocol stacks. The
generic service presents the user with a consistent interface,

regardl ess of the actual protocols used. The user can transfer files
bet ween this host and hosts supporting either of the single protoco
stacks presented in Figures 2a and 2b. To carry out this file
transfer, the user is not required to decide which protocols to use
or to adjust between different application interfaces.
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Figure 1: Miltiprotocol architecture providing file-transfer service
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Figure 2. Protocol stacks providing file-transfer service.

Figure 2c depicts a m xed stack architecture that provides the upper

| ayer OSI services using the Internet protocols. This is an exanple
of a "transition architecture" for providing OSI applications wthout
requiring a full OSI inplenentation. Figure 2d depicts a m xed stack
architecture that provides the upper |ayer Internet applications
using the OSI network protocol. 1In addition to comunicating with
the two previous sinple protocol stacks, the nultiprotocol system of
Figure 1 includes all the protocols necessary to comunicate with
these two new, m xed protocol stacks.
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It is likely that many future network systens will be configured to
support multiple protocols including IPng. As the IPng protocol is
depl oyed, it is unreasonable to expect that users will be willing to
gi ve up any aspect of their current connectivity for the prom se of a
better future. 1In reality, nost IPng installations will be nade "in
addition to" the current protocols. The resulting systems will
resemble Figure 1 in that they will be able to comunicate with

systens supporting several different protocols.

Unfortunately, in nost current exanples, the architecture of Figure 1
is inmplenmented as independent protocol stacks. This means that even
t hough both TCP and CLNP exist on the system there is no way to use
TCP and CLNP in the sane communi cation. The problemw th current

i mpl enentations of architectures like Figure 1 is that they are

desi gned as co-exi stence architectures and are not integrated
interoperability systems. W believe future systenms shoul d include
mechani sns to overcone this traditional limtation. By integrating
the conponents of nultiple protocol stacks in a systematic way, we
can interoperate with hosts supporting any of the individual stacks
as well as those supporting various conbi nati ons of the stacks.

In order to effectively use multiple protocols, a system nust
identify which of the available protocols to use for a given

conmuni cation task. W call this the Protocol Determ nation [2]
task. In performng this task, a systemdeternines the conbination
of protocols necessary to provide the needed service. For achieving
interoperability, protocols are selected fromthe intersection of
those supported on the systens that must communicate.

4. Multiprotocol Techniques

In this section we identify three main techniques to dealing with

mul ti protocol networks that are in use today and will continue to be
used in the Internet. The first two techniques, tunneling and
conversion, are categorized as internedi ate-systemtechni ques in that
they are designed to achieve nmultiprotocol support w thout changing
the end-systens. The third technique explicitly calls for the
support of nmultiple protocols in end-systems. By describing these
techni ques here, we can notivate the need for the specific protoco
features described in Section 5.

4.1 Encapsul ati on/ Tunnel i ng

Encapsul ation or tunneling is commonly used when two networks that
support a common protocol must be connected using a third

i nternedi ate network running a different protocol. Protocol packets
fromthe two end networks are carried as data within the protocol of
the internmedi ate network. This technique is only appropriate when

C ark, Ammar & Cal vert [ Page 4]



RFC 1683 Mul tiprotocol Interoperability In IPng August 1994

bot h end-systens support the sane protocol stack. |t does not
provide interoperability between these end systens and systens that
only support the protocol stack in the intermediate network. Some
exanpl es of this technique are: a mechanismfor providing the OSI
transport services on top of the Internet protocols [13],

encapsul ating | EEE 802.2 franes in | PX network packets [5], tunneling
| PX [10] and AppleTalk traffic over the Internet backbone. W expect
| Png to be used for tunneling other network protocols over |Png and
to be encapsul at ed.

4.2 Transl ati on/ Conver si on

Despite their known linmtations [8], translation or conversion

gat eways are another technique for handling multiple protocols [11
12] . These gateways performdirect conversion of network traffic
fromone protocol to another. The nmpst conmon exanpl es of conversion
gateways are the nmany electronic mail gateways now in use in the
Internet. 1In certain cases it may al so be feasible to perform
conversion of |ower |ayer protocols such as the network layer. This
techni que has been suggested as part of the transition plan for sone
of the current |1Png proposals [3, 15].

4.3 Miltiprotocol End-Systens

We expect that IPng will be introduced as an additional protocol in
many network systens. This neans that |Png should be able to coexi st
with other protocols on both end- and internmedi at e-systens.
Specifically, IPng should be designed to support the Protoco

Determ nation task described in Section 3.

One techni que that we consider for solving the Protocol Determ nation
problemis to enploy a directory service in distributing system
protocol configuration information. W have devel oped and

i mpl enent ed mechani smfor using the Internet Donmai n Name System ( DNS)
[6, 7] to distribute this protocol information [2]. Using this
mechani sm a nultiprotocol host can determ ne the protoco
configuration of a desired host when it retrieves the network address
for that host. Then the multiprotocol host can match the
configuration of the desired host to its own configuration and

det erm ne which protocols should be used to carry out the requested
conmuni cati on service

Anot her alternative to determ ning protocol information about another
host is Protocol Discovery. Using this approach, a host determ nes
whi ch protocols to use by trial-and-error with the protocols
currently available. The initiating host nonitors successive
attenpts to comuni cate and uses the information gained fromthat
nonitoring to build a know edge base of the possible protocols of the
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renote system

Thi s know edge is used to determ ne whether or not a communi cati on
link can be established and if it can, which protocol should be used.

An inportant aspect of the Protocol Discovery approach is that it
requires an error and control feedback systemsimlar to ICWP [9],
but with additional functionality (See Section 5).

5. Protocol Features

In this section we identify features that affect a protocol’s ability
to support the multiprotocol techniques described in the previous
section. These features indicate specific areas that should be

consi dered when conparing proposed protocols. W present two

di fferent types of protocol features: those that should be included
as part of the IPng protocol standard, and those that should be

consi dered as part of the inplenmentation and depl oynent requirenents
for |Png.

5.1 Protocol Standard Features
o Addressing

A significant problemin dealing with nultiprotocol networks is
that nost of the popular network protocols use different

addr essi ng mechani sms.  The problemis not just with different

| engths but also with different semantics (e.g., hierarchical vs.
flat addresses). In order to acconmpdate these multiple formats,
| Png shoul d have the flexibility to incorporate nany address
formats within its addressing nechani sm

A specific example nmight be for IPng to have the ability to
i nclude an 1 Pv4 or | PX address as a subfield of the |IPng address.
This woul d reduce the conplexity of perform ng address conversion

by limting the nunber of external mechanisnms (e.g., |ookup
tabl es) needed to convert an address. This reduction in
conplexity would facilitate both tunneling and conversion. It

woul d al so sinplify the task of using IPng with | egacy
applications which rely on a particular address fornat.

o0 Header Option Handling

In any widely used protocol, it is advantageous to define option
mechani sns for including header information that is not required
in all packets or is not yet defined. This is especially true in
mul ti protocol networks where there is wide variation in the

requi renments of protocol users. [Png should provide efficient,

C ark, Ammar & Cal vert [ Page 6]



RFC 1683 Mul tiprotocol Interoperability In IPng August 1994

flexible support for future header options. This will better
accommodate the different user needs and will facilitate
conversion between | Png and other protocols with different
standard features.

As part of the support for protocol options, |IPng should include a
nmechani sm for speci fying how a system shoul d handl e unsupport ed
options. If a network system adds an option header, it should be
able to specify whether another systemthat does not support the
option should drop the packet, drop the packet and return an
error, forward it as is, or forward it wthout the option header
The ability to request the "forward as is" option is inportant
when conversion is used. Wen two protocols have different
features, a converter may introduce an option header that is not
understood by an internedi ate node but nay be required for
interpretation of the packet at the ultimte destination. On the
ot her hand, consider the case where a source is using IPng with a
critical option like encryption. |In this situation the user would
not want a conversion to be perforned where the option was not
under st ood by the converter. The "drop the packet" or "drop and
return error” options would likely be used in this scenario.

o Multiplexing

The future Internet protocol should support the ability to

di stingui sh between multiple users of the network. This includes
the ability to handle traditional "transport |ayer" protocols |ike
TCP and UDP, as well as other payl oad types such as encapsul at ed
Appl eTal k packets or future real-time protocols. This kind of
protocol multiplexing can be supported with an explicit header
field as in IPv4d or by reserving part of the address format as is
done with OSI NSEL's.

In a multiprotocol network there will likely be a | arge nunber of
di fferent protocols running atop IPng. It should not be necessary
to use a transport |l ayer protocol for the sol e purpose of
providing nmultiplexing for the various network users. The cost of
this additional multiplexing is prohibitive for future high-speed
networks [14]. 1In order to avoid the need for an additional |eve
of multiplexing, the IPng should either use a payl oad sel ector

| arger than the 8-bits used in I Pv4 or provide an option for

i ncludi ng additional payload type infornmation within the header

o Status/Control Feedback
Wth multiple protocols, the correct transm ssion of a packet

m ght include encapsul ation in another protocol and/or nultiple
conversions to different protocols before the packet finally
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reaches its destination. This neans that there are nany different
pl aces the transm ssion can fail and determni ning what went wong
will be a challenge.

In order to handle this situation, a critical protocol feature in
nmul tiprotocol networks is a powerful error reporting nechani sm

In addition to reporting traditional network l|evel errors, such as
those reported by ICVMP [9], the IPng error mechani sm shoul d

i ncl ude feedback on tunneling and conversion failures. Also,
since it is inmpossible to know exactly which part of a packet is
an encapsul ated header, it is inportant that the feedback

nmechani sminclude as nuch of the fail ed packet as possible in the
returned error nessage.

In addition to providing new types of feedback, this nechani sm
shoul d support variable resolution such that a transmtting system
can request limted feedback or conplete infornmation about the
conmuni cati on process. This level of control would greatly
facilitate the Protocol Discovery process described in Section
4.3. For exanple, a multiprotocol system could request naxim

f eedback when it sends packets to a destination it has not
conmuni cated with for sonme time. After the first few packets to
this "new' destination, the systemwould revert back to limted
f eedback, freeing up the resources used by the network feedback
mechani sns.

Finally, it is inmportant that the information provided by the

f eedback mechani sm be avail abl e outside the IPng inplenmentation
In nultiprotocol networks it is often the case that the solution
to a comunication problemrequires an adjustnent in one of the
protocol s outside the network layer. |In order for this to happen
the other protocols nmust be able to access and interpret these

f eedback messages.

o MIU Di scovery or Fragnentation

A formof multiprotocol support that has |ong been a part of
networking is the use of diverse data |link and physical |ayers.
One aspect of this support that affects the network | ayer is the
di fferent Maxi mum Transm ssion Units (MIU) used by various nedia
formats. For efficiency, many protocols will attenpt to avoid
fragnmentation at internmedi ate nodes by using the | argest packet
size possible, wthout exceeding the m nimum MU al ong the route.
To achieve this, a network protocol performs MIU di scovery to find
the small est MIU on a path.
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The choi ce of nechanismfor dealing with differing MUs is al so

i mportant when doi ng conversion or tunneling with nmultiple
protocols. When tunneling is perforned by an internmedi ate node,
the resulting packets may be too large to neet the MIU
requirenments. Simlarly, if conversion at an internedi ate node
results in a larger protocol header, the new packets may al so be
too large. |In both cases, it nmay be desirable to have the source
host reduce the transm ssion size used in order to prevent the
need for additional fragnentation. This information could be sent
to the source host as part of the previously described feedback
mechani sm or as an additional MIU di scovery nessage.

5.2 I nplenmentation/Depl oynent Features
0 Swi tching

We define switching in a protocol as the capability to

si mul taneously use nore than one different underlying protoco
[1]. In network layer protocols, this inplies using different
datalink layers. For exanple, it may be necessary to sel ect
between the 802.3 LLC and traditional Ethernet interfaces when
connecting a host to an "ethernet" network. Additionally, in sone
systens IPng will not be used directly over a datalink |ayer but
wi Il be encapsul ated within another network protocol before being
transmtted. It is inportant that |Png be designed to support
different underlying datalink services and that it provide
mechani sns all owi ng |1 Png users to specify which of the avail able
servi ces shoul d be used.

o Directory Service Requirenents

Wil e not specifically a part of the IPng protocol, it is clear
that the future Internet will include a directory service for
obt ai ni ng address information for IPng. In light of this, there

are sonme features of the directory service that should be
consi dered vis-a-vis their support for multiple protocols.

First, the directory service should be able to distribute address
formats for several different protocol fanmlies, not just |IPng and
IPv4. This is necessary for the use of tunneling, conversion, and
the support of multiprotocol systens. Second, the directory
service shoul d include support for distributing protoco
configuration information in addition to addressing information
for the network hosts. This feature will support the protoco
determ nation task to be carried out by multiprotocol systens [2].
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6.

Concl usi on

Future networks will incorporate nultiple protocols to neet diverse
user requirements. Because of this, we are likely to find that a
significant portion of the traffic in the Internet will not be from
si ngl e-protocol comunications (e.g., TCPng/I1Png). This will not
just be true of near term transitional networks but will remain as a
reality for nost of the Internet. As we pursue the selection of

| Png, we shoul d consider the special needs of multiprotocol networks.
In particular, |IPng should include nechanisns to handl e ni xed
protocol traffic that includes tunneling, conversion, and

nmul ti protocol end-systens.
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9. Security Considerations

Security issues are not discussed in this meno.
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