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Status of this Meno

This meno provides information for the Internet community. This nmeno
does not specify an Internet standard of any kind. Distribution of
this nenmo is unlinted.

Abstract

Thi s docunent was submitted to the IETF IPng area in response to RFC
1550. Publication of this docunent does not inply acceptance by the
| Png area of any ideas expressed within. Coments should be
submitted to the big-internet@munnari.oz.au mailing list.

Overvi ew

This | Png white paper, |Png BSD Host |nplenmentation Analysis,

was submitted to the IPng Directorate to provide a BSD host point of
reference to assist with the engi neering considerations during the

| ETF process to select an IPng proposal. The University of
California Berkeley Software Distribution (BSD) TCP/IP (4.3 + 4.4)
systeminplementation on a host is used as a point of reference for
t he paper.

This docunent only reflects the author’s personal anal ysis based on
research and i npl enentati on experience for |Png, and does not
represent any product or future product from any host vendor. Nor
should it be construed that it is pronoting any specific IPng at this
time.
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1. Introduction

A host in the context of this white paper is a systemthat contains
an operating system supporting a network subsystem as one of its
parts, and an interprocess comrunications facility to access that
networ k subsystem These hosts are often referenced as a

Wor kst ation, Server, PC, Super Conputer, Minframe, or an Enbedded
System (Real ti me Devices).

IPng will require changes to a hosts network software architecture.
Those changes shoul d be as transparent as possible to the existing
| Pv4 applications executing on hosts.

After discussing the network software architecture for a BSD host the
paper will discuss the perceived network software alterations,
extended capabilities, transition software, and a depl oynment

consi deration for |1Png hosts.

The inclusive OR of all IPng proposals was used to devel op the
engi neeri ng considerations discussed in this paper

2. Network Software Architecture

The BSD host network software architecture consists essentially of
three conponents: the interprocess conmunications facility, the

net wor k commruni cati ons subsystem and the network protocols
supported. These three conponents are tightly coupled and nust be
integrated in a way that affords high performance for the
applications that are dependent on these conponents to interoperate
efficiently. A BSD host inplenentation view of the TCP/IP protoco
suite is depicted in the foll owing network architecture di agram
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2.1 Interprocess Conmunications Facility

The interprocess conmuni cations (I PC) facilities includes three
critical parts:

Bound
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The |1 PC mechanismto the network conmuni cations subsystem
The ability to access a network protocol set within that
subsyst em

The structures supporting the network conmunications
subsyst em
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The IPC facility has two inplenentation parts. The part in user
space and the part in kernel space within the operating system This
is often not differentiated and why in the previous network
architecture diagramyou will see sockets in both user and kerne
space. An IPC supports in user space an application program
interface (APlI) which application devel opers use to access the

net wor k communi cations features of the host. These APl s have
correspondi ng functions in the kernel space which execute the
functions requested by the user space requests through the APIs.

The sockets paradigmon a BSD host defines the data structure of the
network address within a selected protocol famly (communications
donmain) in the network subsystem This data structure consists of an
address fam |y, a port for the protocol selected, and a network

addr ess.

The IPC facility on a host is dependent upon its interface to the
Bl ND DNS application which is the defacto nmethod when using TCP/IP to
retrieve network addresses.

QO her interfaces that may be required by applications to properly set
up the network connection within the IPC facility include:
setting/getting options for the protocols used, obtaining/accessing

i nfornmati on about networks, protocols, and network services, and
sendi ng/transmtting datagrans.

2.2 Network Comuni cati ons Subsystem

The networ k conmuni cati ons subsystem consists of the follow ng
generic parts as depicted in the previous network architecture

di agram transport |layer, network |layer, |ink dependent |ayer, and
data link layer. These nmay not be inplenmented as true distinct

| ayers on a BSD host, but they are referenced in this white paper in
that manner for purposes of discussion.

The transport |ayer supports the application interface into the

net wor k communi cati ons subsystem and sets up the paranetric pieces to
initiate and accept connections. The transport |ayer perforns these
functions through requests to the |lower |ayers of the network
conmuni cati ons subsystem The transport |ayer al so supports the
gueues and protocol control blocks for specific network connections.

The network | ayer supports the nodules to build and extend the
network | ayer datagram the control protocol datagrans, and the
routing abstraction on the host. This |ayer of the network
conmuni cati ons subsystem on a BSD host is often extended to provide
both interior and exterior routing functionality.
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The |ink dependent | ayer supports the nodul es that provide an
interface for the network communi cati ons subsystemto nap network
addresses to physical addresses, and build the necessary cache so
this information is available to the host network software.

On a BSD host the network |ayer and |ink dependent |ayer together
provi de system di scovery for hosts and routers.

The data |ink |ayer supports the nmodul es that define the structures
for communicating with the hardware medi a used by the host on the
| ocal networKk.

2.3 Network Protocols

The TCP/IP protocol suite as defined by the | ETF RFC specifications
are the set of network protocols used by this white paper for
ref erence.

3. Network Software Alterations

The 1 Png network software alterations to a BSD host perceived at this
time are as follows:

Appl i cations Enbeddi ng | Pv4 Addresses.
Transport Interfaces and Network APIs.
Socket Layer and Structures.

Transport Layer.

Net wor k Layer Components.

Li nk dependent Layer.

cukwnNE

3.1 Applications Enbeddi ng | Pv4 Addresses

Internet style applications in this white paper are the set of
protocol s defined for an end user using TCP/IP to exchange nmessages,
transfer files, and establish renpte | ogin sessions.

Applications use the sockets network APIs to naintain an opaque Vi ew
of the network addresses used to support connections across a
networ k. Opaque in this context neans that the application determ nes
the network address for the connection and then binds that address to
a socket. The application then uses the reference defined for that
socket to receive and transmt data across a network.

An application that enbeds an I Pv4 network address within its

dat agram has made an underlying assunption that the format of that
address is permanent. This will cause a great problem when |Png
causes addresses to change. Thus far only one Internet style
application has been determ ned to cause this problemand that is FTP
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[1,2].
3.2 Transport Interfaces and Network APIs

The transport interface and network APl enhancenents that nust take
pl ace on a BSD host because of IPng are alterations that affect the
size of the network address used by the socket data structure.
Depending on how this is inplenmented on the host, supporting both

| Pv4 and 1 Png could require existing | Pv4 applications to be
reconpiled. 1In the worst case it could require nodifications to the
exi sting I Pv4 applications software that accesses the network
conmuni cati ons subsystem

There will have to be enhancenents to the network APIs that an
application uses to retrieve BIND DNS records to differentiate
bet ween |1 Pv4 and | Png address requests.

The network APl enhancenents and how they are inplenented will affect
the capability of any IPng proposal on a BSD host to be able to

i nteroperate between an IPv4 only, an |IPng only, and an |Png-1Pv4
host system

Dependi ng on the |IPng proposal selected the network options,

servi ces, and nmanagenent objects will have to be extended at the
transport interface so those features can be accessed by applications
sof t war e.

3.3 Socket Layer and Structures

The socket |ayer and structures will require changes to support any

| Png proposals network address. |n addition new or renoved options
and services will need to be incorporated into the socket abstraction
wi thin the network commruni cati ons subsystem

3.4 Transport Layer

The transport layer will need to be nodified to support any new or
renoved services proposed by an I Png solution set. The transport
layer will becone nore overl oaded to support the binding of either
the 1Pv4 or |1 Png network | ayer components to differentiate the
services and structures available to a host application. The
overload will also take place to support functionality renmoved in the
network | ayer and noved to the transport |layer if proposed by an | Png
sol uti on.

It will also take some design thought to inplement |1 Png so the

hundreds of man years invested in performance inprovenments in the
host transport |ayer are maintained. This nmust be anal yzed in depth
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and shoul d be part of the operational testing of any |Png proposal
3.5 Network Layer Conponents

The network | ayer components for IPng will require the greatest
alterations on a host. |In addition a host will be required to
maintain an integrated network | ayer below the transport |ayer
software to support either the IPng or |Pv4 network |ayer and
associ at ed component s.

Dependi ng on the IPng selected the host alterations to the network
| ayer conponents will range from conpl ete replacenent with new
protocols to extensions to existing | Pv4 network | ayer protocols to
support | Png.

Al 1Png proposals will affect the BSD host routing abstraction to

mai ntai n host software that supports interior and exterior routing.
Dependi ng on the proposal sel ected those changes can cause either a
conpl ete new paradi gm or an update to the existing | Pv4 paradi gm

System di scovery of nodes on the | ocal subnetwork or across an
internetwork path in all IPng proposals will require changes to the
BSD host software network | ayer conponent.

3.6 Link dependent Layer

The Iink dependent |ayer on a host will need to accombdate new | Png
addresses and the system di scovery nodel s of any |IPng proposal

4. Extended Capabilities with |IPng

Ext ended capabilities that could be inplenented by BSD hosts are
listed below. Many of these capabilities exist today with | Pv4, but
may require changes with the inplenentation of 1Png. Some of them
will be new capabilities.

4.1 Autoconfiguration and Autoregistration

Today hosts can provide autoconfiguration with DHCP using | Pv4
addresses. |IPng hosts will be faced with having to provide support
for existing | Pv4 addresses and the new | Png addresses. |In addition
the boot-strap protocol BOOTP used to boot m nimal BSD host
configurations (e.g., diskless nodes) will need to be supported by

| Png host s.
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4.2 PATH MIU Di scovery

PATH MIU di scovery appears to be sonething each proposal is
considering. Alterations to the existing inplementation of PATH Mru
are percei ved because changes are expected in system di scovery.

4.3 Multicast

Each proposal has depicted alterations to Multicast that will affect
present BSD host inplenentations of IPv4 Miulticast. |In addition it
appears that the I Pv4 unicast broadcast will be replaced by a
nmul ti cast broadcast.

N

.4 Fl ow Specification and Handling
This will be an extended capability proposed by all |Pngs’.
4.5 System Di scovery

Each proposal has depicted a new nodel for |Png systemdiscovery of a
host .

4.6 Transl ati on and Encapsul ati on
The routing abstraction in a BSD host will have to deal with the
af fect of any translation or encapsul ati on of network | ayer
datagrans, if they are required by an | Png.

4.7 Network Layer Security
It is perceived that network | ayer security will be required at the
networ k | ayer conponent of IPng and this will have to be inplenented
by a BSD host.

4.8 Socket Address Structure

The network kernel socket address structure will change because of
| Png.

4.9 Network APls

The network APls for a BSD host will have to be enhanced to support
IPng. |In addition any new options available to the applications
because of the IPng network service will have to be added as an

option to the APIs.

Bound [ Page 8]



RFC 1682 | Png BSD Host | npl enentati on Anal ysi s August 1994

4.10 Network Managenent

Net wor k management for IPng will have to support new network objects
as defined by the IPng proposal. |In addition the data structures in
the BSD host network kernel used as information to display network
topology will be altered by a new network | ayer datagram and
associ at ed conponents.

5. Transition Software

Transition software in this white paper references the network
software alterations on a host to support both IPv4 and |IPng for
applications and the hosts operating systemnetwork kernel. It is
the subject of another set of papers to identify the transition
software required by network managers to transition their users from
| Pv4 to | Png.

Transition software on a host will be required to maintain
conpatibility between IPv4 and |1 Png, and to manage both the existing
| Pv4 and | Png environnents as foll ows:

1. BIND DNS record updates and handl i ng by the application

2.  SNWP managenent interface and nmonitoring of host network
structures.

3. APlIs supporting IPv4 and IPng differentiation for the
application.

4. Defacto network tools altered (e.g., tcpdunp, traceroute,
netstat).

5. ARP to new system di scovery.

6. BOOTP di skl ess node support for |Png.

7. DHCP integration with | Png Autoconfiguration

8. Routing table configuration on the BSD host (e.g., routed,
i fconfig).

9. Selection of the network layer (I1Pv4 or 1Png) at the

transport |ayer.
10. New options and services provided by an | Png protocol
11. 1Pv4 and I Png routing protocols in the network | ayer.
12. 1 Pv4 and | Png system di scovery in the network | ayer.

These are only the highlights of the transition software that a host
will have to deal with inits inplementation of 1Png. The host
network architecture di agram depicted previously will require

sof tware enhancenents to each | abel in the diagram

It is very inmportant that each |Png proposal provide a specification

for a transition plan fromIPv4 to IPng and their technical criteria
for the interoperation between |Pv4 and | Png.
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It should also be a requirenent that existing |Pv4d applications not
have to be reconpiled when a host has inplenented both an I Pv4 and an
| Png network | ayer and associ ated conponents.

It is very desirable that when a host inplements both an | Pv4 and an
| Png network | ayer and associ ated components that there is no
performance degradati on on the host conmpared to the performance of an
exi sting | Pv4 only host.

It should not be a requirenment by IPng that a host must support both
an | Pv4 and an |1 Png network | ayer.

6. A Depl oynent Consi deration
Conpl ete and extensive technical specifications nust be avail able for
any | Png proposal, and a sel ection of any proposal nust accommopdate
multiple inplementations. The I Png Directorate should review proposed
specifications for conpl et eness.
It is inmportant that the IPng Directorate determ ne how | ong the Cl DR
| Pv4 address plan can extend the Iife of |IPv4 addresses on the
Internet. This variable can affect the tine we have to depl oy |IPng
and the proposed transition plans.
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Security Considerations

Security issues are discussed in Section 4.7.
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