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| Png White Paper on Transition and O her Considerations
Status of this Meno

This meno provides information for the Internet community. This nmeno
does not specify an Internet standard of any kind. Distribution of
this nenmo is unlinted.

Abstract

Thi s docunent was submitted to the IETF IPng area in response to RFC
1550. Publication of this docunent does not inply acceptance by the
| Png area of any ideas expressed within. Coments should be
submitted to the big-internet@munnari.oz.au mailing list.

Summary

This white paper outlines some general requirenments for IPng in
sel ected areas. It identifies the follow ng requirenments for stepw se
transition:

A) Interworking at every stage and every | ayer.
B) Header translation considered harnful

C) Coexi stence.

D) IPv4 to | Png address napping.

E) Dual stack hosts.

F) DNS.

G Snart dual -stack code.

H) Smart managenent tools.

Sone renarks about phsysical and logical nulticast follow, and it is
suggested that a nodel of how IPng will run over ATMis needed.

Finally, the paper suggests that the requirenents for policy routing,
accounting, and security firewalls will in turn require all |Png
packets to carry a trace of the type of transaction involved as well
as of their source and destination.

Transiti on and depl oynent
It is clear that the transition will take years and that every site

will have to decide its own staged transition plan. Only the very
smal | est sites could envisage a single step ("flag day") transition,
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presunably under pressure fromtheir Internet service providers.
Furthernore, once the |IPng decision is taken, the next decade (or
nore) of activity in the Internet and in all private networks using
the Internet suite will be strongly affected by the process of |Png
depl oynment. User sites will | ook at the decision whether to change
fromIPv4 in the sanme way as they have | ooked in the past at changes
of programm ng | anguage or operating system It may not be a foregone
concl usion that what they change to is IPng. Their main concern wll
be to minimse the cost of the change and the risk of | ost

producti on.

This concern imedi ately defines strong constraints on the nodel for
transition and depl oynent of |1Png. Sone of these constraints are
listed below, with a short explanation of each one.

Term nol ogy: an "IPv4 host" is a host that runs exactly what it runs
today, with no mai ntenance rel eases and no configuration changes. An
"I'Png host" is a host that has a new version of IP, and has been
reconfigured. Simlarly for routers.

A) Interworking at every stage and every | ayer.

This is the major constraint. Vendors of conputer systens, routers,
and applications software will certainly not coordinate their product
rel ease dates. Users will go on running their old equi pnent and
software. Therefore, any conbination of |IPv4 and |IPng hosts and
routers nmust be able to interwork (i.e., participate in UDP and TCP
sessions). An | Pv4 packet nmust be able to find its way fromany | Pv4
host, to any other |IPv4 or |IPng host, or vice versa, through a

m xture of IPv4 and IPng routers, with no (zero, null) nodifications
to the | Pv4 hosts. |Pv4 routers nust need no nodifications to
interwork with IPng routers. Additionally, an application package
which is "aware" of IPv4 but still "unaware" of IPng nust be able to
run on a computer systemwhich is running |IPv4, but conmmunicating
with an I Png host. For exanple an old PC in Europe should be able to
access a NIC server in the USA, even if the NIC server is running

I Png and the transatlantic routing nmechanisns are only partly
converted. O a Cass C network in one departnment of a conpany
shoul d retain full access to corporate servers which are running

| Png, even though not hi ng what ever has been changed inside the C ass
C network.

(This does NOT require an |IPv4-only application to run on an | Png
host; thus we accept that sone hosts cannot be upgraded until al
their applications are |Png-conpatible. In other words we accept that
the APl may change to sone extent. However, even this relaxation is
debat abl e and sonme vendors may want to strictly preserve the |Pv4d API
on an | Png host.)
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B) Header translation considered harnful

Thi s author believes that any transition scenario which REQUI RES
dynam c header translation between |IPv4 and | Png packets will create
al nost i nsurnountabl e practical difficulties:

Bl) It is taken for granted for the purposes of this paper that
IPng functionality will be a superset of |Pv4 functionality.
However, successful translation between protocols requires
that the functionalities of the two protocols which are to be
translated are effectively identical. To achieve this,
applications will need to know when they are interworking,
via the IPng APl and a transl ator somewhere in the network,
with an I Pv4 host, so as to use only IPv4 functionality. This
is an unrealistic constraint.

B2) Administration of translators will be quite inpracticable for
| arge sites, unless the translation nechanismis conpletely
blind and automatic. Specifically, any translation mechani sm
that requires special tags to be maintained manually for each
host in tables (such as DNS tables or router tables) to
indicate the need for translation will be inpossible to
adnmnister. On a site with thousands of hosts runni ng many
versi ons and rel eases of several operating systens, hosts
nove forwards and even backwards between software releases in
such a way that continuously tracking the required state of

such tags will be inpossible. Miultiplied across the whol e
Internet, this will lead to chaos, conplex failure nodes, and
difficult diagnosis. In particular, it will nake the

constraint of paragraph Bl) inpossible to respect.

In practice, the know edge that translation is needed should
never | eak out of the site concerned if chaos is to be

avoi ded, and yet wi thout such know edge applications cannot
limt thenselves to IPv4 functionality when necessary.

To avoi d confusion, note that header translation, as discussed here,
is not the sane thing as address translation (NAT). This paper does
not di scuss NAT.

Thi s paper does not tackle performance issues in detail, but clearly
anot her di sadvantage of translation is the consequent overhead.

C) Coexi stence.

The Internet infrastructure (whether global or private) nust allow
coexi stence of IPv4 and IPng in the sane routers and on the sane
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physi cal paths.

This is a necessity, in order that the network infrastructure can be
updated to I Png without requiring hosts to be updated in |ock step
and wi thout requiring translators.

Note that this requirenent does NOT inpose a decision about a comon
or separate (ships-in-the-night) approach to routing. Nor does it
excl ude encapsul ati on as a coexi stence mechani sm

D) IPv4 to | Png address mappi ng.

Human beings will have to understand what is happeni ng during
transition. Although auto-configuration of |IPng addresses nay be a
desirabl e end point, managenent of the transition will be greatly
simplified if there is an optional sinple mapping, on a given site,
bet ween |1 Pv4 and | Png addresses.

Therefore, the | Png address space should include a nmapping for |Pv4
addresses, such that (if a site or service provider wants to do this)
the 1 Pv4 address of a system can be transfornmed mechanically into its
| Png address, nost likely by adding a prefix. The prefix does not
have to be the sane for every site; it is likely to be at |east

servi ce-provi der specific.

This does not inply that such address napping will be used for
dynam c translation (although it could be) or to enbed | Pv4 routing
within I Png routing (although it could be). Its main purpose is to
simplify transition planning for network operators.

By the way, this requirenment does not actually assunme that |Pv4
addresses are globally unique.

Neither does it help nuch in setting up the relationship, if any,
between 1 Pv4 and | Png routing domains and hierarchies. There is no
reason to suppose these will be in 1:1 correspondence.

E) Dual stack hosts.

Stepwi se transition without translation is hard to imagi ne unless a
| arge proportion of hosts are simultaneously capable of running IPng
and IPv4. |If A needs to talk to B (an IPng host) and to C (an | Pv4
host) then either A or B nmust be able to run both IPv4 and IPng. In
ot her words, all hosts running |IPng nmust still be able to run |Pv4.

| Png-only hosts are not allowed during transition

This requirement does not inply that IPng hosts really have two
conpl etely separate IP inplenentations (dual stacks and dual APIS),
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but just that they behave as if they did. It is conpatible with
encapsul ation (i.e., one of the two stacks encapsul ates packets for
the ot her).

Qovi ously, managenent of dual stack hosts will be sinmplified by the
address mapping just nentioned. Only the site prefix has to be
configured (manually or dynanmically) in addition to the | Pv4 address.

In a dual stack host the IPng APl and the IPv4 APl will be logically
di stingui shabl e even if they are inplenented as a single entity.
Applications will know fromthe APl whether they are using |IPng or

| Pv4.

F) DNS.

The dual stack requirenent inplies that DNS has to reply with both an
| Pv4 and |1 Png address for IPng hosts, or with a single reply that
encodes bot h.

If a host is attributed an | Png address in DNS, but is not actually
running IPng yet, it will appear as a black hole in I Png space - see
the next point.

G Snmart dual -stack code.

The dual -stack code may get two addresses back from DNS; which does
it use? During the many years of transition the Internet wll
contai n black holes. For exanple, sonewhere on the way from | Png host
A to IPng host B there will sometines (unpredictably) be IPv4-only
routers which discard | Png packets. Also, the state of the DNS does
not necessarily correspond to reality. A host for which DNS clainms to
know an I Png address may in fact not be running IPng at a particular
nonent; thus an |IPng packet to that host will be discarded on
delivery. Knowi ng that a host has both | Pv4 and | Png addresses gives
no i nformati on about black holes. A solution to this must be proposed
and it nust not depend on manually maintained information. (If this
is not solved, the dual stack approach is no better than the packet
transl ati on approach.)

H) Smart managenent tools.

A whol e set of managenent tools is going to be needed during the
transition. Wiy is ny IPng route different fromnmy IPv4 route? |If
there is translation, where does it happen? Were are the bl ack

hol es? (Cosmol ogi sts woul d like the same tool :-) Is that host REALLY
| Png- capabl e today?..
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Mul ticasts high and | ow

It is taken for granted that nulticast applications nust be supported
by 1 Png. One obvious architectural rule is that no multicast packet
shoul d ever travel twi ce over the sane wire, whether it is a LAN or
WAN wire. Failure to observe this would nean that the naxi mum nunber
of sinmultaneous nmulticast transactions would be hal ved.

A negative feature of 1Pv4 on LANs is the cavalier use of physica

br oadcast packets by protcols such as ARP (and various non-I|ETF
copycats). On large LANs this | eads to a nunmber of undesirable
consequences (often caused by poor products or poor users, not by the
protcol design itself). The obvious architectural rule is that

physi cal broadcast should be replaced by unicast (or at worst,

mul ticast) whenever possible.

ATM

Po

The networking industry is investing heavily in ATM No | Png proposa
will be plausible (in the sense of gaining managenment approval)

unless it is "ATM conpatible", i.e., there is a clear nodel of how it
will run over an ATM network. Although a fully detail ed docunent such

as RFC 1577 is not needed i mediately, it must be shown that the
basi ¢ nmodel worKks.

Simlar remarks could be nade about X 25, Frame Relay, SMDS etc. but
ATMis the case with the highest managenent hype rati o today.

icy routing and accounting

Unfortunately, this cannot be ignored, however much one would |ike
to. Funding agencies want traffic to flow over the lines funded to
carry it, and they want to know afterwards how much traffic there
was. Accounting information can al so be used for network planning
and for back-chargi ng.

It is therefore necessary that IPng and its routing procedures all ow
traffic to be routed in a way that depends on its source and
destination in detail. (As an exanple, traffic fromthe Physics
department of MT might be required to travel a different route to
CERN than traffic from any ot her department.)

A sinple approach to this requirenent is to insist that |Png nust
support provider-based addressing and routing.

Accounting of traffic is required at the same |evel of detail (or
nore, for exanple how rmuch of the traffic is ftp and how nuch is
WWW?) .
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Both of these requirenents will cost tine or noney and may i npact
nore than just the I P layer, but IPng should not duck them

Security Consi derations

Cor porate network operators, and canpus network operators who have
been hacked a few tines, take this nore seriously than nmany protoco
experts. Indeed nmany corporate network operators woul d see inproved
security as a nore conpelling argunment for transition to |IPng than
anyt hi ng el se.

Since IPng will presunmably be a datagram protocol, limting what can
be done in terns of end-to-end security, IPng nust allow nore
effective firewalls in routers than IPv4. In particular efficient

traffic barring based on source and destination addresses and types
of transaction is needed.

It seens likely that the same features needed to allow policy routing
and detail ed accounting woul d be needed for inproved firewall

security. It is outside the scope of this docunent to discuss these
features in detail, but it seems unlikely that they are linited to
i mpl enentation details in the border routers. Packets will have to

carry some authenticated trace of the (source, destination
transaction) triplet in order to check for unwanted traffic, to allow
pol i cy-based source routing, and/or to allow detailed accounti ng.
Presunmably any IPng will carry source and destination identifiers in
some format in every packet, but identifying the type of transaction
or even the individual transaction, is an extra requiremnent.
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This is a personal view and does not necessarily represent that of ny
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benefitted greatly fromdi scussions with or the witings of many
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did Bruce L Hutfless of Boeing. However the opinions are mne and
are not shared by all Directorate nenbers.
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