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Status of this Meno

This menmo provides information for the Internet community. This menp
does not specify an Internet standard of any kind. Distribution of
this meno is unlinited.

Abst ract

Thi s docunent was submitted to the |ETF IPng area in response to RFC
1550. Publication of this docunent does not inply acceptance by the
| Png area of any ideas expressed within. Coments should be
submitted to the big-internet@unnari.oz.au nmailing list.

Executive Summary

The Defense Moddeling and Sinulation conmmunity is a major user of
packet networks and as such has a stake in the definition of |Png.
This white paper summarizes the Distributed Interactive Sinmulation
environnent that is under devel opnent, with regard to its real-tine
nature, scope and nmagni tude of networking requirements. The
requirements for real-time response, multicasting, and resource
reservation are set forth, based on our best current understandi ng of
the future of Defense Moddeling and Sinul ation

1. Introduction

The I nternet Engi neering Task Force (IETF) is now in the process of
designing the Next CGeneration Internet Protocol (IPng). IPng is
expected to be a driving force in the future of comercial off-the-
shel f (COTS) networking technology. It will have a najor inpact on
what future networking technol ogies are w dely avail able, cost
effective, and nulti-vendor interoperable. Applications that have
all of their network-1ayer requirements met by the standard features
of IPng will be at a great advantage, whereas those that don't wll
have to rely on | ess-wi dely avail able and nore costly protocols that
may have limted interoperability with the ubiquitous |Png-based COTS
products.
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This paper is intended to serve as input to the IPng design effort by
speci fying the network-1ayer requirenments of Defense Mdeling and
Sinmul ation (M&S) applications. It is inportant that the M&S community
make its unique requirenents clear to | Png designers so that
mechani sns for neeting these requirenents can be considered as
standard features for I1Png. The intention is to nake IPng’s benefits
of wide COTS availability, multi-vendor interoperability, and cost-
ef fectiveness fully available to the M&S community.

2. Background: Overview of Distributed Interactive Sinulation

The Defense Modeling and Sinulation comrunity requires an integrated,
wi de-area, w deband internetwork to performDistributed Interactive
Sinmulation (D'S) exercises anpbng renote, dissimlar sinulation
devices | ocated at worldw de sites. The network topol ogy used in
current M&S exercises is typically that of a high-speed cross-country
and trans-oceani ¢ backbone runni ng between w deband packet sw tches,
with tail circuits running fromthese packet switches to various
nearby sites. At any given site involved in an exercise, there may be
several internetworked | ocal area networks on which nunerous
simulation entity hosts are running. Sone of these hosts nay be
executing conputer-generated sem -autonmated forces, while others may
be manned simulators. The entire system nust accommodat e del ays and
del ay variance conpatible with human interaction tines in order to
preserve an accurate order of events and provide a realistic conbat
simulation. Wiile the sites thensel ves may be geographi cally distant
fromone another, the sinulation entities running at different sites
may thensel ves be operating and interacting as though they are in
close proximty to one another in the battlefield. Qur goal is that
all of this can take place in a commpn network that supports al

Def ense nodel i ng and sinul ati on needs, and hopefully is also shared
wi th ot her Defense applications.

In a typical DS exercise, distributed simulators exchange
informati on over an internetwork in the form of standardized protoco
data units (PDUs). The DIS protocols and PDU formats are currently
under devel opnent. The first generati on has been standardi zed as

| EEE 1278.1 and used for snall exercises (around 100 hosts), and
devel opnent of a second generation is underway. The current

Conmuni cations Architecture for DI'S specifies use of I|nternet

pr ot ocol s.

The anmount, type, and sensitivity level of information that nust be
exchanged during a typical DS exercise drives the comunications
requi rements for that exercise, and depends on the number and type of
participating entities and the nature and | evel of interaction anong
those entities. Future DS exercises now in planning extend to
hundreds of sites and tens of thousands of sinulation platfornms
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wor | dwi de. For exanple, an exercise may consi st of sem -autonated and
i ndi vidual manned tank, aircraft, and surface ship simulators

i nteracting on pre-defined geographic terrain. The actual |ocations
of these simulation entities may be distributed anong sites | ocated
in Virginia, Kansas, Massachusetts, CGernany, and Korea. The PDUs that
are exchanged anong sinulation entities running at these sites nust
carry all of the information necessary to informeach site regarding
everything relevant that occurs with regard to all other sites that
have the potential to affect it within the simulation. Such

i nformati on could include the | ocation of each entity, its direction
and speed, the orientation of its weapons systenms, if any, and the
frequency on which it is transmtting and receiving radi o nessages.
If an entity |aunches a weapon, such as a nissile, a new entity
representing this mssile will be created within the sinulation and
it will begin transmitting PDUs containing rel evant information about
its state, such as its |location, and speed.

A typical noving entity woul d generate between one and two PDUs per
second, with typical PDU sizes of 220 bytes and a maxi mum si ze of
1400 bytes, although rates of 15 PDUs/second and hi gher are possible.
Stationary entities nust generate sone traffic to refresh receiving
simul ators; under the current standard this can be as little as 0.2
PDUs per second. Conpression techniques reducing PDUs size by 50% or
nore are being investigated but are not included in the current DS
st andar d.

Wth so nuch information bei ng exchanged anbng sinmulation entities at
nunerous |l ocations, nulticasting is required to mninze network
bandwi dth used and to reduce input to individual simulation entities
so that each entity receives only those PDUs that are of interest to
it. For exanple, a given entity need only receive infornmation
regardi ng the | ocation, speed and direction of other entities that
are close enough to it within the geography of the simulation that it
could be affected by those entities. Simlarly, an entity need not
recei ve PDUs containing the contents of radio transm ssions that are
sent on a frequency other than that on which the entity is |listening.

Resource reservation nechani sns are al so essential to guarantee
performance requirements of DI S exercises: reliability and real -tine
transm ssi on are necessary to acconmmodate the manned sinul ators
participating in an exercise.

M&S exercises that include humans in the | oop and are executed in
real-tinme require rapid network response times in order to provide
realistic conbat sinulations. For DS, |atency requirenments between
the output of a PDU at the application |evel of a sinulator and input
of that PDU at the application | evel of any other simulator in that
exerci se have been defined as:
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- 100 milliseconds for exercises containing sinulated units
whose interactions are tightly coupl ed

- 300 m!lliseconds for exercises whose interactions are not
tightly coupled [2].

The reliability of the best-effort datagram delivery service
supporting DI S should be such that 98% of all datagrans are delivered
to all intended destination sites, with missing datagrans randomy
distributed [3].

Wil e these nunbers may be refined for some classes of sinmulation
data in the future, latency requirenents are expected to renain under
a few hundred mlliseconds in all cases. It is also required that
del ay variance (jitter) be | ow enough that smoothing by buffering the
data stream at the receiving sinulator does not cause the stated

| at ency specifications to be exceeded.

There are currently several architectures under consideration for the
M&S network of the future. Under fully distributed nodels, al
simulation entities rely directly on the network protocols for

mul ticasting and are therefore endowed with nuch flexibility with
regard to their ability to join and | eave nmulticast groups

dynam cally, in |large nunbers.

In sone cases, the M&S exercises will involve the transni ssion of
classified data over the network. For exanple, nessages may contain
sensitive data regarding warfare tactics and weapons systens
characteristics, or an exercise itself may be a rehearsal of an
immnent mlitary operation. This neans the data comunications used
for these exercises nmust neet security constraints defined by the
Nati onal Security Agency (NSA). Sone such requirenents can be net in
current systenms by use of end-to-end packet encryption (E3) systens.
E3 systens provi de adequate protection fromdi scl osure and tanpering,
while allowing multiple security partitions to use the same network
si mul t aneousl y.

Currently the M&S conmunity is using the experinmental Internet Stream
protocol version 2 (ST2) to provide resource reservation and
multicast. There is much interest in converting to IPv4 nulticast as
it becones avail abl e across the COTS base, but this cannot happen
until 1Pv4 has a resource reservation capability. The RSVP work
ongoing in the IETF is being watched in expectation that it wll
provide such a capability. Al so sone tests have been made of |Pv4
mul ti cast w thout resource reservation; results have been positive,
now | arger tests are required to confirmthe expected scal ability of

| Pv4 multicast. But issues remmin: for security reasons, sone MS
exercises will require sender-initiated joining of nenbers to
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nmul ticast groups. In addition, it is not clear that |Pv4 nulticast
will be able to nake use of link-layer nmulticast available in ATM
systens, which the M&S community expects to use to achieve the
performance necessary for |arge exercises.

3. MS Requirenents for |Png

The identified network-1ayer service requirenments for MS
applications are set forth belowin three major categories: real-tine
response, nulticast capability, and resource reservation capability.
Al'l of these capabilities are considered to be absolute requirenents
for supporting DIS as currently understood by the M&S community,
except those specifically identified as highly desirable. By
desirable we nean that the capabilities are not essential, but they
will enable nore direct or cost-effective networking sol utions.

It is recognized that sone of the capabilities described bel ow may be
provi ded not from|Png but from conpani on protocols, e.g. RSVP and
|GW. The M&S requirenment is for a conpatible suite of protocols
that are available in comercial products.

a. Real-time Response

DIS will continue to have requirenments to communicate real -tine
data, therefore the extent to which IPng lends itself to

i mpl ementing real-tine networks will be a nmeasure of its utility
for M&S networking. The systemlevel specifications for the DS
real -tinme environnent are stated in Section 2 above.

b. Milticasting

M&S requires a nulticasting capability and a capability for
managi ng mul ti cast group menbership. These nulticasting
capabilities must nmeet the follow ng requirenents:

- Scal able to hundreds of sites and, potentially, to tens of
t housands of simulation platformns.

- It is highly desirable that the network-layer multicasting
protocol be able to use the nulticasting capabilities of
i nk-1evel technol ogies, such as broadcast LANs, Frane Rel ay,
and ATM

- The group managenent nechani cs nust have the characteristics
that thousands of nulticast groups consisting of tens of
t housands of nenbers each can be supported on a given network
and that a host should be able to belong to hundreds of nulticast
groups si multaneously.
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- Multicast group nmenbers must be able to be added to or renoved
fromgroups dynamically, in |less than one second, at rates of
hundreds of menbershi p changes per second. It is not possible
to predict what special cases may devel op, thus this requirenent
is for all menbers of all groups.

- The network |ayer nust support options for both sender- and
receiver-initiated joining of nulticast groups.

C. Resource Reservation

The MBS community requires performance guarantees in supporting
networks. This inplies that |IPng nust be conpatible with a
capability to reserve bandw dth and ot her necessary allocations in
a nulticast environment, in order to guarantee network capacity
fromsimulator-to-simulator across a shared network for the
duration of the user’s interaction with the network. Such a
resource reservation capability is essential to optimzing the use
of limted network resources, increasing reliability, and
decreasi ng del ay and del ay variance of priority traffic,
especially in cases in which network resources are heavily used.
The resource reservations should be acconplished in such a way
that traffic wi thout performance guarantees will be re-routed,
dropped, or bl ocked before reserved bandwidth traffic is affected.

In addition, it would be highly desirable for the resource
reservation capability to provide nechani sns for:

- Invoking additional network resources (on-demand capacity)
when needed.

- The network to feed back its | oading status to the applications
to enabl e graceful degradation of performance.
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