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Status of this Menp

This menmo provides information for the Internet community. This nmeno
does not specify an Internet standard of any kind. Distribution of
this nmeno is unlinmted.

Abst r act

This menmo specifies guidelines for inplementors and users of the Open
Shortest Path First (OSPF) routing protocol to bring about

i mprovenents in how the protocol runs over frame relay networks. W
show how to configure frame relay interfaces in a way that obviates
the "full-mesh" connectivity required by current OSPF

i mpl enentations. This allows for sinpler, nore econom c network
designs. These guidelines do not require any protocol changes; they
only provide recommendati ons for how OSPF shoul d be inplenented and
configured to use frame relay networks efficiently.

Acknowl edgenent s

This menmo is the result of work done in the OSPF Wrking Goup of the
| ETF. Comments and contributions from several sources, especially
Fred Baker of ACC, John Moy of Proteon, and Bal a Raj agopal an of AT&T
Bel | Laboratories are included in this work.

1. Introduction

A frame relay (FR) network provides virtual circuits (VCs) to

i nterconnect attached devices. Each VC is uniquely identified at each
FR interface by a Data Link Connection ldentifier (DLClI). RFC 1294
specifies the encapsulation of nmultiprotocol traffic over FR[1].

The devices on a FR network may either be fully interconnected with a
"mesh" of VCs, or partially interconnected. OSPF characterizes FR
net wor ks as non-broadcast nultiple access (NBMA) because they can
support nmore than two attached routers, but do not have a broadcast
capability [2]. Under the NBMA nodel, the physical FR interface on a
router corresponds to a single OSPF interface through which the
router is connected to one or nore nei ghbors on the FR network; al
the nei ghboring routers nust also be directly connected to each other
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over the FR network. Hence OSPF inplenentations that use the NBVA
nodel for FR do not work when the routers are partially

i nterconnected. Further, the topol ogical representation of a
mul ti pl e access network has each attached router bi-directionally
connected to the network vertex with a single link netric assigned to
the edge directed into the vertex.

W see that the NBMA nodel becones nore restrictive as the nunber of
routers connected to the network increases. First, the nunber of VCs
required for full-nmesh connectivity increases quadratically with the
nunber of routers. Public FR services typically offer perfornmance
guarantees for each VC provisioned by the service. This neans that
real physical resources in the FR network are devoted to each VC, and
for this the custoner eventually pays. The expense for full-nesh
connectivity thus grows quadratically with the nunber of

i nterconnected routers. W need to build OSPF inpl enentations that
allow for partial connectivity over FR  Second, using a single |link
netric (per TOS) for the FR interface does not allow OSPF to wei gh
sonme VCs nore heavily than others according to the performance
characteristics of each connection. To nake efficient use of the FR
network resources, it should be possible to assign different Iink
metrics to different VCs.

These limtations of the current OSPF nodel for FR become nore severe
as the network size increases, and render FR technol ogy | ess cost
effective than it could be for |arge networks. W propose sol utions
to these problenms that do not increase conplexity by much and do not
requi re any changes to the OSPF protocol

2. Summary of Recommendati ons

We propose expandi ng the general view of an OSPF interface to account
for its functional type (point-to-point, broadcast, NBMA) rather than
its physical type. In nost instances, the physical network can only
serve one function and can only be defined as one type of OSPF
interface. For nultiplexed interfaces such as FR however, |ogica
connections between routers can serve different functions. Hence one
VC on a FR interface can be viewed distintly fromother VCs on the
same physical interface. The solution requires that OSPF be able to
support logical interfaces (networks) as well as physical interfaces.
Each | ogi cal network can be either point-to-point, that is, a single
VC, or NBMA, that is, a collection of VCs. It is not necessary to
define new interface types for |ogical networks, since the operation
of the protocol over |ogical point-to-point networks and | ogi cal NBVA
networ ks remai ns the sane as for the correspondi ng physi cal networks.
For instance, |ogical point-to-point |inks could be nunbered or
unnunmbered. It is only necessary for inplenmentations to provide the
hooks that give users the ability to configure an individual VC as a
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| ogi cal point-to-point network or a collection of VCs as a | ogica
NBMVA net wor k.

The NBVA npdel does provide sone econony in OSPF protocol processing
and overhead and is the reconmended node of operation for snal
honogeneous networks. Ot her than the Designated Router (DR) and the
backup Desi gnated Router (BDR), each router nmaintains only two

adj acenci es, one each with the DR and BDR, regardl ess of the size of
the NBMA network. Wen FR VCs are configured as point-to-point
links, a router would have many nore adjacencies to nmaintain,
resulting in increased protocol overhead. If all VCs were to have
conpar abl e performance characteristics as well, there nay not be
conpel ling reasons to assign a different link netric to each VC

3. Inplenmenting OSPF over FR

We recommend that OSPF router inplementations be built so that

adm ni strators can configure network |layer interfaces that consist of
one or nore FR VCs within a single physical interface. Each |ogica
network interface could then be configured as the appropriate type of
OSPF interface, that is, point-to-point for a single VC, or NBMA for
a collection of VCs. This capability would allow a router to bel ong
to one or nore distinct |IP subnets on a single physical FR interface.
Thus, it is necessary that the router be able to support nmultiple IP
addresses on a single physical FR interface. As wth physical NBMA
net wor ks, | ogi cal NBVA networks nust be full-mesh connected. Wile

| ogi cal point-to-point |links can be either numbered or unnunbered, we
show that it is easier to inplenment routers to handl e nunbered

| ogi cal point-to-point |inks.

3.1 Nunbered Logical Interfaces

The router administrator should be able to configure nunbered | ogica
i nterfaces over FR as foll ows:

STEP 1: Configure the physical interface specifying rel evant
paranmeters such as the slot, connector, and port nunbers,
physical franme format, encoding, and clock node. In its
internal interface MB [3], the router should create a new
ifEntry in the ifTable, assign the physical interface an
i fIndex, and increnent the ifNunber by one.

STEP 2: Configure the data-link |ayer over the interface,
specifying frane relay as the encapsul ati on net hod.
Paraneters such as the DLCl encoding type and | ength,
maxi mum frame size, managenent interface (Annex D, LM),
and address resolution procedure (manual, inverse ARP). If
a nmanagenent interface is not supported, FR VCs nust be
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configured manual | y.

STEP 3: Configure the IP network layer for the interface by
speci fying the nunber of logical interfaces and the IP
address and subnet mask for each nunbered | ogica
interface. Specify the VCs (by DLCI) associated with each
| ogical network interface if there is nore than one. |[If an
address resol ution protocol such as Inverse ARP [4] is
bei ng used, it should suffice to specify a list of IP
addresses for the FR interface and have Inverse ARP create
the DLCI -1P address binding.

STEP 4: Configure OSPF to run over each logical interface as
appropriate, specifying the necessary interface paraneters
such as area ID, link netric, protocol timers and
intervals, DR priority, and list of neighbors (for the DR).
OSPF interfaces consisting of one VC can be treated as
point-to-point links while nmulti-VC OSPF interfaces are
treated as NBVA subnets. Inits internal OSPF MB [5], the
router should create additional entries in the ospflfTable
each with the appropriate ospflfType (nbma or
poi nt Topoi nt) .

3.2 Unnunbered Point-to-Point Logical Interfaces

OSPF uses the I P address to instance each nunbered interface.
However, since an unnunbered point-to-point |ink does not have an IP
address, the iflndex fromthe interface MB is used instead [5].
This is straightforward for a physical point-to-point network, since
the iflndex is assigned when the interface is configured. Logica

i nterfaces over FR however, do not have distinct and uni que val ues
for iflndex. To allow OSPF to instance unnunbered | ogi cal point-to-
point links, it is necessary to assign each such |link a unique
iflndex in STEP 3 above. This could |lead to some confusion in the
interfaces table since a new ifTable entry would have to be created
for each |l ogical point-to-point link. This type of departure fromthe
standard practice of creating interface table entries only for
physical interfaces could be viewed as an unnecessary conplication

Alternatively, it is possible to build a private MB that contains
data structures to instance unnunbered | ogical |inks. However, making
recomendations for the structure and use of such a private MB is
beyond the scope of this work. Even if unnunbered point-to-point

| ogical links were inplenented in this manner, it would still be
necessary to allow a FRinterface to be configured with nultiple IP
addresses when a router is connected to multiple NBVMA subnets through
a single physical interface. Hence, while it is possible to define
unnurbered | ogi cal point-to-point links in OSPF, we find this
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alternative |ess attractive than using nunbered | ogical point-to-
poi nt 1inks.

4. Using OSPF over FR

The ability to configure distinct |logical interfaces over FR gives
users a great deal of flexibility in designing FR networks for use
with OSPF. Because routers can be partially interconnected over FR

it is possible to design networks nore cost-effectively than before.
The issues to consider are the price/cost structure for VCs (fixed,

di stance-sensitive, banded) and ports, performance guarantees
provided, traffic distribution (local, |ong-haul), and protoco
efficiency. W have nentioned that the NBMA nodel provides sone
econony in OSPF protocol processing and overhead and is recommended
for smal|l honogeneous networks. In general, users should configure
their networks to contain several small "NBMA clusters,” which are in
turn interconnected by |ong-haul VCs. The best choices for the number
of routers in each cluster and the size of the | ong-haul |ogica

poi nt-to-point |inks depends on the factors nentioned above. If it is
necessary to architect a nmore "flat" network, the ability to assign
different Iink netrics to different (groups of) VCs allows for
greater efficiency in using FR resources since VCs with better
performance characteristics (throughput, delay) could be assigned
lower link metrics.

5. Concl usion

We have specified guidelines for OSPF inplementors and users to bring
about inprovements in how the protocol runs over frame rel ay

net wor ks. These recomendati ons do not require any protocol changes
and allow for sinpler, nore efficient and cost-effective network
designs. W recommend that OSPF inpl enentations be able to support

| ogi cal interfaces, each consisting of one or nore virtual circuits
and used as numbered | ogical point-to-point Iinks (one VC) or |ogica
NBMA networ ks (nore than one VC). The current NBMA nodel for frane
rel ay should continue to be used for small honbgeneous networ ks
consisting of a few routers.
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