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Routi ng Coordination for X 400 MHS Services
Wthin a Milti Protocol / Milti Network Environment
Table Format V3 for Static Routing

Status of this Menp

This meno defines an Experinental Protocol for the Internet
conmunity. Di scussion and suggestions for inprovement are requested.
Pl ease refer to the current edition of the "IAB Oficial Protoco

St andards” for the standardi zation state and status of this protocol
Distribution of this menmo is unlimnmted.

1. Introduction

The usage of the X 400 Message Handling System (IVHS) is grow ng
rapidly, especially in the comrercial world but rmuch interest can
al so be found in the academ c and research comunity. New networks
and new addresses cone into use each and every day. The underlying
technol ogy for different X 400 networks can vary dependi ng on the
transport network and the X 400 MHS inpl enentations used. As a |large
nunber of X 400 i npl enentati ons now support nultiple stacks, this
of fers the chance of inplementing a world wi de message handl i ng
service using the sanme electronic mail standard and, therefore,

wi t hout the need of gateways with service reduction and wthout the
restriction to a single conmon transport network. This, however,

| eads to several problens for the MHS nmanager, two of which are:

- Where do | route new X 400 addresses and

- How do | connect to a MHS domain that uses an underlying
technol ogy that | do not support.

Thi s docunent proposes short termsolutions to these problens. It
proposes a strategy for mmintaining and distributing routing

i nformati on and shows how nessages can travel over different networks
by using multi stack MrAs as relays. Docunment formats and

coordi nation procedures bridge the gap until an X 500 directory
service is ready to store the needed connectivity and routing
information. The format has been designed to allow the information
to be stored in an X 500 directory service while managers w t hout
directory service access may still use a table based approach

The routing structure proposed can be applied to a global M-S service
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but may al so be used at a national level or even within an
or gani sati on.

Many experts from | ETF X 400- Operati ons Group and RARE Worki ng G oup
1 on Message Handling Systenms have read drafts of this docunment and
contributed ideas and solutions. | would especially like to thank
Haral d Al vestrand, Erik Huizer, Marko Kaittola, Allan Cargille and
Paul - Andre Pays.

This is the third version of a table format. The first one was in
use within COSI NE-MHS for about two years. A second version with
maj or enhancenents was then proposed which has been in use for the

past year. The third version will probably be the |last one before it
will be possible to switch to dynamic, directory service based
routing.

2. Term nol ogy

VHS community
One or nore MHS domains forman MHS comunity. Ml exchange
bet ween t hese MHS domains is defined by the coordination
procedures within this docunment. Exanples of such comunities are
the d obal Open MHS service GO-VHS and t he COSI NE- VHS servi ce.

VHS dormai n
One or nore MHS subtrees forman MHS domain. This is a purely
adm ni strative grouping of MHS subtrees. It is helpful, if
soneone is responsible for several MIS subtrees, to refer to an
MHS donmi n i nstead of listing all the subtrees.

VHS subtree

An MHS subtree consists of the total of the mmil boxes addressabl e
within a subtree of the X 400 OR address space.

Exampl e: O=SW TCH, P=SW TCH, A=ARCOM C=CH
MHS domain of SWTCH in Switzerland, consisting of al
mai | boxes with O=SW TCH, P=SW TCH, A=ARCOM C=CH;, in the OR
addr ess.
RELAY- MTA
An X 400 MIA serving one or several MHS domains. Note that the

term WEP -Wel| Known Entry Point- has been used since the early
X. 400i es (1987/88) until now, giving the wong inpression of a

Eppenber ger [ Page 2]



RFC 1465 Routi ng Coordination for X 400 Services May 1993

single entry point (and therefore a single point of failure).
Thi s docunment proposes to use the term RELAY-MIA, reflecting nore
clearly the functionality of the MIA

COSI NE- MHS

The COSI NE-MHS conmunity is mainly fornmed by European X 400
service providers fromthe academ ¢ and research area, each of
which is a nenber of RARE. The COSI NE- MHS conmunity is used in
the annex as an exanple for the usage of this docunent in a

mul ti nati onal environment.

3. Requirenents

X. 400 MIAs can conmuni cate using different transport and network
protocol stacks. For this docunent the stacks used in a WAN
envi ronnent need to be consi dered:

Stack 1 Stack 2 Stack 3 St ack 4

Transport Layer 4 TPO TP4 RFC1006 TPO
Net wor kservi ce 1-3 X. 25 CLNS TCP/ 1 P CONS

A common protocol stack is not the only requirenent to enable
comuni cati on between two MIAs. The networks to which the MIAs
bel ong need to be interconnected. Some well known networks are
listed together with the stacks they use.

Net wor k St ack Abbr evi ati on
Public Switched Packet Data Networks 1 Publ i c- X. 25
I nternational X 25 Infrastructure EVMPB 1,4 EMPB- X. 25
US and European connectionl ess pil ot 2 I nt - CLNS

I nt er net 2,3 I nt er net

Not e that several stacks may be supported over a single network.
However commruni cati on between MIAs is only possible if the MIAs share
at least a common stack AND a comon networ K.

Unli ke SMIP/ TCP/ I P systems, there is no directory service avail able
whi ch would allow an MIA to | ook up the next MIA to which it should
submit a nessage. Routing within X. 400 will continue to be table

based until a solution using X 500 directory services is avail able.

Furthernmore it is not generally allowed to connect to any MIA even on
the sane network w thout being registered on the destination MA
These restrictions require a |large coordination effort and carefully
configured and updated systens.
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4. CQutline of the proposa

This proposal offers a solution for describing information about

X. 400 nessage routing within an MHS conmunity in RELAY- MIA and DOVAI N
docunents. Basic information on the MHS community is docunmented in
the correspondi ng COWUNI TY docunment. All contact persons and

RELAY- MTA adm ni strators can be found in PERSON docunents. A future
X. 500 based solution may need extended information to overcone stil
unsol ved problens |ike optimal routing or traffic optinization for
messages with multiple recipients. The information collected for the
i nternedi ate sol ution however is very basic. All established

coordi nation procedures will help and even speed up the future

i ntroduction of an X 500 based sol ution

4.1 The COWUNI TY docunent

For each MHS conmunity there exists one single COWUIN TY docunent
containing basic information. First the contact information for the
central coordination point can be found together with the addresses
for the file server where all the documents are stored. It also
lists network nanes and stacks to be used in the RELAY-MIA and DOVAI N
docunents. An MHS community nust agree on its own set of mandatory
and optional networks and stacks.

4.2 The RELAY- MTA docunent

Every MHS domain in the conmunity nay designate one or nore MIAs as
RELAY- MTAs. These RELAY-MIAs accept incom ng connections fromthe
RELAY- MTAs of the other MHS domains and in return are allowed to send
nessages to these RELAY-MIAs. A RELAY-MIA is docunmented with all the
necessary connection infornmation in the correspondi ng RELAY- MTA
document .

4.3 The DOMAI N document

An MHS dommi n has a responsi bl e person who sets up the routing
entries for the domain in the DOVAIN docunent. The primary RELAY-
MIAs |isted in the DOVAI N docurment as serving this MHS donai n nust,
TOGETHER, offer at |east connectivity to all networks and stacks
listed as nmandatory in the COMUNI TY docunent. Optional RELAY- MIAs
may be added, generally with higher priority, to allow nore precise
routing.

An MHS domain may al so decide not to operate a RELAY-MIA. It wll
then only need agreenents with one or nmore RELAY-MIAs from ot her MHS
services which will relay for this domain. The domain itself,
however, nust either create its own DOVAI N docunent or document its
MHS subtrees jointly with another MHS domain
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The structure of the DOMAIN docunent is very straightforward. [t
starts off with one or nmore MHS subtrees, each on its own I|ine.

After the domains follows a line indicating the responsible person
for the WHS subtrees nentioned. Finally the responsible RELAY- MIA(S)
are listed with appropriate priorities.

4.4 The PERSON docunent

Al'l administrators and responsi bl e persons are docunmented i n PERSON
docunents. The RELAY- MTA and DOVAI N docunents contain just keys
pointing to a PERSON docunment. |If such a person can already be found
in an X. 500 directory service, then the key consists of a

Di stingui shed Name, else the key is just its OR address.

4.5 Coordination

Thi s approach requires an identified coordination point. It is upto
the MHS comunity to decide on the | evel of coordination and support
to be provided and on the fundi ng nechani sns for such activities.
Basic information can be found in the COVWUNI TY docunent. The
following list of support activities is considered mandatory for an
operational service

- New RELAY-MIAs joining the service are tested and support is
given to create the RELAY- MIA docunent.

- New MHS donmins joining the VHS community get assistance to set
up RELAY-MTA(s) and/or find appropriate RELAY-MIA(s) and to
create DOVAI N docunents.

- Updat ed docunents are announced to the RELAY-MIA nanagers and
responsi bl e persons for the DOVAIN docunents unless automatic
di stribution is used.

- All the RELAY-MIA, DOMAI N and PERSON docunents are made
available on a file server together with the COWUN TY docunent.
The file server nust at |east be reachable via email. MS
conmunities with a big nunber of docunments nay consi der
additi onal access nethods like ftp and FTAM

- Tool s should be made avail able to nanage routing tables for the
X. 400 software used on the RELAY-MIAs or to fill in and check
the docunents. The format of the docunments has specifically
been chosen to enabl e the use of automated tools.

The RELAY- MTA nanagers must be aware that a |arge nunmber of RELAY-

MIAs in an MHS comunity may require significant operationa
resources to keep the local routing tables up-to-date and to
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constantly nmonitor the correct functioning of the connections. On
the other hand nore than one RELAY-MIA with a good connectivity to an
IMHS dommi n i nproves the overall robustness of the domain and thus the

Qos.

IMHS communities may decide on additional nmandatory requirenents for
the operation of a RELAY-MIA. These nay include a hot |ine, echo
servi ces, exchange of statistics, response tine to problemreports,
upti ne of the RELAY-MIA, etc. This will ensure a certain quality of
service for the end users.

4.6 Routing

The proposal addresses MHS comunities spanning severa
organi sations. But it may also be used to nanage routing within a
singl e organi sation or even a global MHS conmunity.

Two kinds of mail relays are defined, the primry RELAY-MIAs and the
secondary RELAY-MIAs. A primary or secondary RELAY-MTIA nust all ow

i ncom ng connections fromall other primary and secondary RELAY- MIAs
with a common stack. Primary RELAY-MIAs rmust be able to connect to
all other primary RELAY-MIAs whi ch share a common stack. A secondary
RELAY- MTA nust connect to at |east one primary RELAY-MIA

Each MHS community nust define update procedures for the routing
based on the docunentation. Automated update has to be studied
careful ly.

An MHS community shoul d al so define procedures for new RELAY-MIAs and
IVHS donmi ns joining the service. Since the usage of X 400 is grow ng
rapidly a flexible but well coordinated way of integrating new
nmenbers into an MHS comunity is needed. The proposed docunentation
format supports this by allow ng primary and secondary RELAY- MIAs.

Al'l RELAY- MIAs accept incom ng connections fromeach other. Sending
nmessages can be done by using the primary RELAY-MIAs only. This
al | ows new RELAY-MIAs to join the community as secondary and to get
primary status when traffic flow increases. Secondary RELAY-MIAs may
also require a longer testing period.

5. The docunents
The definition is given in BNF-1ike syntax. The follow ng
conventions are used:
| means choi ce

\ is used for continuation of a definition over several |ines
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[] neans optiona

{1} nmeans repeated one or nore tines

() is used to group choices

\ " is used for double quotes in a text string

<CR> is a Carriage Return and neans that the next section starts
on its own I|ine.

The definition is conplete only to a certain level of detail. Below
this level, all expressions are to be replaced with text strings.
Expressions wi thout nore detailed definition are marked with single
qguotes ’ The format and semantics should be clear fromthe nanmes of
the expressions and the comrents given.

Wherever the BNF definition requires a single blank, multiple blanks
may be used to increase the readability. Please note that for sone
field values the nunber of spaces is significant.

Li nes exceedi ng 80 characters should be wapped at any conveni ent
bl ank except at bl anks which are significant. The line is continued
with at | east one | eadi ng bl ank

Conments may be placed anywhere in the docunent but only on separate
lines and without splitting wapped lines. Such a comrent |ine nust
either start with a '# sign followed by white space and the coment
or consist of a single '# on a single |line.

The docunents nust follow the case of the strings defined in BNF
Not e that sonme val ues, especially connection paraneters |ike TSEL or
MIA password are case dependant t oo.

The BNF definitions are ordered top-down. See Appendix B for an
al phabetically sorted |ist.

A set of one COMWUNI TY docunent and several RELAY-MIA, DOVAI N and
PERSON documents bel ong together. The detailed definitions can be
found in the followi ng chapters.

<X. 400 routing coordination docurment set> ::=\
<COVMUNI TY- docunent > \
{ <RELAY- MTA- docunent> } \
{ <DOWAI N-document > } \
{ <PERSON- docunent > }
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5.1 Common Definitions

<Di rectoryName> ::= "D stingui shed Nane’

The string representation of a Distinguished Nane is
defined in the RFCxxxx. |If a Distinguished Nane is
used as a key in the docunents, then the information
can be fetched fromthe directory instead of checking
the appropriate docunent. But as |ong as not al
managers in the sane conmmunity have directory access,
the sane information nust also be present in a
docunent. Note that Distinguished Nanes in the context
of the routing docunents are just used as key strings
to point to other docunents.

<Community-ldentifier> ::= "Comunity: " \

(" community nane’ | <DirectoryNane>) <CR>
The 'community nanme’ is a string identifying the MHS
conmunity to be used in the first line of al
docurnent s.

<Uni queRELAY- MTAkey> ::= (([ "P=" 'PRVDnane’ "; " ] \
["A=" ' ADMDnane’ "; " ] \
"C=" <Country- Code> "; " \

"MTAnanme=" ' MTAnane’)

| <DirectoryNanme> )
A uni que key is needed to identify the RELAY-MIA. In
addition to the MIA nane itself, it is proposed to use
OR address attributes of the management dommi n where
the RELAY-MIA resides. ADMD and PRMD fields are both
optional and may be used to guarantee uni queness of the
key. The values used are irrelevant. Even non-
printable characters like @or ! are acceptable. The
result is not an address but a key string. A
Di stingui shed Name may be used i nstead.

<Uni quePer sonKey> ::= (<X. 400 address> | <DirectoryNanme> )

A uni que key is necessary to nake the links fromthe
document s where a responsible person or an

admini strator is needed, to the PERSON docunents. It
is either the OR address of the person or a

Di stingui shed Name (if the person is already registered
in the directory).

<Country-Code> ::="Two Character Country Code | SO 3166

<X. 400 address> ::= 'OR address, |SO 10021-2 Annex F

Eppenber ger

It has been used consequently all over the docunent.
Thi s explains also the syntax of the
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<Uni queRELAY- MTAkey> and t he <MHS-subtree>. Exanpl es:
S=user; O=org Itd.; QOUl=sectl; P=org; A=rel 400; C=aq;
DDA: RFC- 822=we(a)sell.it; P=internet; A= ; C=xx;

G=j ohn; | =w, S=doe; P=org; A=rel 400; C=aq;

<EMai | > ::= "Address: " <X 400 address> <CR>
<tel-no-list> ::= <tel-nunber> [{"; " <tel-nunber>}]
<tel -nunber> ::= "+" <int-pref>" " <national nunber>\

[" x" <extension>]}
This syntax follows the attribute syntax of the X 500
directory based on CCITT E. 123.

<int-pref> ::="international prefix’

<nati onal nunber> ::= ’national tel ephone nunber’
A national nunber may be witten with spaces and
hyphens to group the figures.

<extension> ::= 'l ocal extension
<Phone> ::= "Phone: " <tel-no-list> <CR>
One or nore phone nunbers

<Fax> ::= "Fax: " <tel-no-list> <CR>
One or nore FAX nunbers

<Mail> ::="Miil: " ’"postal address information <CR>
The itens of the postal address are separated by ' [/’
wherever the next itemgoes onto the next line for a
printed address label. |If the docunent is for an
i nternational community, the address should include the
person’s country.
Exampl e:
Mail: SWTCH Head O fice / Us Eppenberger /
Li mmat quai 138 / CH 8001 Zurich / Switzerland
results in the follow ng mailing |abel
SW TCH Head Ofice
Urs Eppenber ger
Li mmat quai 138
CH 8001 Zurich
Switzerl and

<Update-info> ::= "Update: FORMAT=V3; DATE=" ’'yymudd’ \
"; START=" ’yymdd’ \
["; END=" 'yymmdd' ] <CR>
The <Update-info> contains also the format identifier
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The date of the last update of a document is given in
the form’'yymdd’ .

A start date nust be set. A document can be published
this way before the information in it is valid. (This
is especially useful in absence of autonated tools.
RELAY- MTA nmanagers get nore time to prepare their

systens.)
An end date is used to set an expiration date for the
document .

<P-address> ::= "String encoded Presentation Address’

The format of this string follows RFC1278, A string
encodi ng of Presentation Address and RFC1277, Encoding
Net wor k Addresses to support operation over non-CS

| ayers. See chapter 5.2 about the usage of macros in a
Present ati on Address.

<Servi ce-type> ::= <Network-nanme> "/" \
<Net wor k- service> "/" \
<Transport - Prot ocol >
The service type consists of a string with three parts
concatenated with a "/": Network-name/ Net wor k-
servi ce/ Transport - Prot ocol

<Net wor k- nane> ::= 'Nane of a network’
The network-nane string identifies a network. A well
known key word should be chosen. (No '/’ character is

al | owed.)
Exampl es: Public-X 25, Internet, EWMPB-X 25, Int-CLNS
W N, Janet,

<Net wor k-service> ::= '"Nane of a network service

Exanpl es: X. 25, CONS, CLNS, TCP

<Transport-Protocol > ::= "Nane of a transport protocol
Exanmpl es: TPO, TP2, TP4, RFC1006

Since network and stack information forns one string,
it identifies in an easy way a connection possibility
bet ween two RELAY- MTAs. The COVMUNI TY docunent defi nes
the strings to be used in the RELAY-MIA and DOVAI N
docunents. Sone exanpl es:

I nt er net/ TCP/ RFC1006

Publ i c- X. 25/ X. 25/ TPO

RARE- | XI / CONS/ TPO

RARE- CLNS/ CLNS/ TP4

(I't is probably inportant to nmention here that this
string has nothing to do with the format of a
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presentation address as defined by Steve Hardcastl e-
Kille in RFC1278. The probl em of networks using the
same address structure (X 121 DTEs, 4 Byte Internet
addresses) but not being connected is not addressed in
RFC1278 but sol ved by using the proposed service
identifier above in addition to the presentation
address. As long as there are network islands, there
is no other way than the addition of an 'island -
identifier.

<MHS-subtree> ::= ["O=" ' Organi zati on-nanme’ "; "] \
["OUl="" Organi zational Unit’'"; "\
["OU2=" 'Organi zationalUnit’ "; " \
["OU3=" 'OrganizationalUnit’ "; " \
["OUM4=" 'OrganizationalUnit’ "; "]11] \
["P=" " PRVMDname’ "; "] \
"A=" ' ADMDnanme’ "; " \

<Cperati on>

<tinme> :

<Ti me- zone>

"C=" <Country- Code> ";"

:= "Reachable: " {<time>"-" <time>"; "} \
<Ti me- zone> <CR>

"hh: mm

;= ("UTCGH" | "UTG") ' hhmmi

The operation information is needed to know the tine
soneone is reachable. This information is inportant
for communities spanning several time zones.

"hhmmi is a four digit value, the first two digits

i ndi cate hours, the second two digits indicate ninutes.
Use "UTC+" for time zones east of Geenwich. A sinple
forrmula helps to calculate the current tine at the
renote pl ace

| ocal -time - |ocal-displacenment + renote-displacenent =
renote-time

18:00 - (UTC + 0100) + (UTC - 0800) = 09:00

The <Ti me-zone> entry nay be followed by a comment |ine
i ndi cati ng when Daylight Saving Time is in effect.

This is especially reasonable for MHS comuniti es
spanni ng continents on the northern and sout hern

hem sphere.

5.2 The COWUNI TY docunent

<COVMUNI TY- docunent > ::= <Communi ty-ldentifier>\

Eppenber ger

<Updat e-i nfo> \
<COMVUNI TY- docunent - body>
The first line of the COWUNI TY docunent specifies the

[ Page 11]



RFC 1465 Routi ng Coordination for X 400 Services May 1993

<Community-ldentifier>to be used in the header of al

ot her docunents belonging to the same comunity. It is
recommended to add a few comment |ines to describe the
menbers of this MHS comunity.

<COWLUNI TY-docunent - body> :: = <Coordi nati on> \
[{<Macro-definition>}] \
{<Connecti ons>}

<Coordi nation> ::= <EMai | > <Phone> <FAX> \
<Mai | > <QOperation> <Fil e-server>
Set of contact infornmation for the coordi nati on point

<File-server> ::= <email -server> [{<FTP-server>}] \
[ { <FTAM server >}]
Al'l docunments must be available at |least to the
managers of the MHS domai ns and the RELAY- MTAs t hrough

an email server. |If FTAM and FTP are also available
the generation of automated update tools is much

easi er.

It is suggested to have a single server. |If there is
only one, knowing a single X 400 OR address will all ow

you to reach the server. However for FTP and FTAM nore
system addresses may be possi bl e dependi ng on the
nunber of avail able network connections (or service
types as they are called in this docunent).

<emmi | -server> ::= "Mail -server: "<X. 400 address> <CR>
The enmni|l address of the file server.

<FTP-server> ::= "FTP-server: " 'domain nane’ "; " \
"account-name’ ["; " 'password' ] <CR>

In addition to the domain name of the server, an
account nanme and a password is given. |In nost cases
this will probably be sonething Iike "anonymous" and
"guest".
Sone servers request the RFC822 address of the user
This is docunmented by using the string 'user @omain’ as
password entry. The neaning is not to use
"user @omain’ literally as password while accessing the
server (even if this would generally work too since the
software often just checks the presence of an @sign,)
but to use ones own RFC822 enmil| address.

<FTAM server> ::= "FTAMserver: " <P-address> "; "\
"account-name’ ["; " 'password ] \
["; X.500 " <DirectoryNanme>] <CR>
The account nane is often case sensitive. Sonme FTAM
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servers of fer anonynbus access with the account-nane
ANON. Docunenting an FTAM server with a Di stingui shed
Narme is only allowed if the server is registered in the
directory.

<Macro-definition> ::= "Macro: " 'Macro name’ " " \
"Macro val ue’ <CR>

Presentation addresses wi thout the usage of nacros are
general | y unreadable. RFC1278 suggests a few nacros.
Al macros which are allowed in a comunity nust be
defined in the COYWUNI TY docunent. It is reconmended
to use the proposed macros in RFC1278 and add new ones
i f necessary:
Macro: | nt-X25(80) TELEX+00728722+X. 25(80) +01+
Macr o: Janet - X25(80) TELEX+00728722+X. 25( 80) +02+
Macro: Internet-RFC 1006 TELEX+00728722+RFC-1006+03+

<Connections> ::= {<nandatory-servi ce>} \
{[ <optional -service>]}
Note that at |east one mandatory service type is

needed.
<mandat ory-service> ::= "Mandatory-Service: " \
<Servi ce-type> <CR>
<optional -service> ::= "Optional -Service: " \

<Servi ce-type> <CR>
5.3 The RELAY- MTA docunent

<RELAY- MTA- docunent > ::= <Conmunity-ldentifier>\

<Updat e-i nfo> \
<RELAY- MTA- docunent - I denti fier> \
<RELAY- MTA- docunent - body>

A RELAY- MTA docunent contains the full description of a

singl e RELAY-MIA. Only one community is all owed.

Since sone of the infornmation is comunity dependent,

it would not be easily possible to have a single

RELAY- MTA docunent used in different conmunities.

<RELAY- MTA- docunent -l dentifier> ::=\
"RELAY- MTA: " <Uni queRELAY- MTAkey> <CR>

<RELAY- MTA- docunent - body> ::= <Status> <connection-info> \
<cont act - i nf 0>

<Status> ::= "Status: " ("primary" | "secondary") <CR>
This defines if the RELAY-MIA has 'primary’ or
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'secondary’ status. See section 4.3 and 6 for nore
i nfornmation.

<connection-info> ::= <password> <RTS> \
{<cal | ed-connecti on><cal | i ng- connecti on>}\
[ <systenp] \
[ <l ocal -domai n>] \
[ <echo- server >]
More than one set of connection information nmay be
present for RELAY- MIAs supporting several networks and
prot ocol stacks.

<password> ::= "Password: " \
("secret" | "none" | \
"value=\"" ’'password "\"") <CR>
If the keyword none is present, then no password is
sent with the MIAnane when this MIA initiates an RTS
connection or responds to an incom ng connection
Password: none

If the keyword secret is present, then the connection
needs a password which is not made publicly avail able.
(For example, a community mght keep a list of the
passwords at the central coordination point. The |ist
woul d then be faxed to the RELAY-MIA nanagers.)
Password: secr et

A password nust be documented using the

val ue="password" notation. The double quotes around
the password are needed, consider the case of a single
bl ank as a password.

Password: val ue=" "

Password: val ue="nune-n-ine"

<RTS> ::= <dial og- mode> \

[ <checkpoi nt -si ze> <wi ndow- si ze>]
<di al og- node> ::= "RTS-di al og- node: " \

("TWA" | "MONOLOGUE') <CR>
<checkpoi nt-si ze> :: = "RTS-checkpoi nt-size: " \

' checkpoi nt size <CR>

<wi ndow- si ze> ::= "RTS-w ndowsi ze: " \
"W ndow si ze' <CR>

<cal | ed-connection> ::= "Call ed-address: " \

<Service-type> "; \
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<P-address> "; " <MIS> \
["; " <Service-priority>] <CR>

"MIS-T" | "MIS-TP" | "MIS-TP-84"

MIS- T: nts-transfer

MI'S- TP: nt s-transfer-protoco

MIS- TP- 84: nts-transfer-protocol -1984

See | SO 10021-6, Section 3, chapter 11.1 for nore
details on this matter. X 400(84) systenms only support
nt s-transfer-protocol -1984.

<Service-priority> ::="lInteger 0..99

The | owest Integer corresponds to the highest priority
as in DNS. It is possible to set different priorities
for each service type. This nay be chosen, for
exanple, to distribute the | oad anongst different
networ ks according to their avail abl e bandw dt h.

<cal | i ng-connection> ::= "Calling-address: " \

<syst enp

<Service-type> "; "\

<P- addr ess> <CR>
Since called and calling network addresses may differ
in certain configurations and some X. 400 systens do
validation on calling network addresses, it is
i mportant to have this information in the RELAY-MIA
document. (Note: a calling X 121 address m ght change
if the X.25 switch is reconfigured. This will stop a
RELAY- MTA from connecting to ot her RELAY- MIAs using
address validation w thout having changed anything at
the higher |ayers!)

;.= "System HWE" ’conputer type "; "\

"OS=" ’'operating system *“; \
"SWE" ' VHS software’ <CR>
It is optional to provide HW SWi nformati on.
Experi ence, however, has shown that a nunber of
conmuni cati on probl ens were nore easily identified and
solved with this information present and up-to-date.

<l ocal -donmi n> ::= "Local Domai n: " <MHS-subtree> <CR>

Eppenber ger

This is a useful but optional extension to the
docunent ati on.

The <MHS-subtree> is local to the RELAY-MIA. The <MHS-
subtree> attributes mght be used together wth
S=nosuchuser; to do connectivity and availability
tests.
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<echo-server> ::= "EchoServer: " <X 400 address> <CR>

<contact-i

Sone of the RELAY-MIAs m ght offer an echo server
functionality. It does nake sense to docunent this in
the RELAY-MIA docunent for test purpose. This field is
opt i onal

nfo> ::= {"Adninistrator: " <Uni quePersonKey> <CR>}

The contact details for the RELAY-MIA adnini strator can
be found in the appropriate PERSON docunent. It is
possi bl e to docunment a whole teamusing a distribution
list if this is desired. It is generally better to
docunent one or nore 'real’ persons.

5.4 The DOVAI N docunent

<DOMVAI N- document > :: = <Communi ty-ldentifier>\

<Updat e-i nfo> \
<DOVAI N- docunent - body>

<DOVAI N- docunent - body>: : = {<Donai n-entry>} <responsibl e> \

{<Rel ay>}

<Domai n-entry> ::= "Domain: " <OR-mat chi ng> <VHS- subtree> <CR>

<OR- mat chi

Eppenber ger

Note that it is not allowed to have equal <Domain-
entry> lines in different DOVAI N docunments belonging to
the same MHS community. A Donmin-entry line can only
appear in one DOVAIN docunent.

ng>::= ("*" | "="

This qualifier defines how the follow ng OR address
attributes should be handled for the routing algorithm
If a'* is present, a destination address of a message
is matched by the "Domain:" entry if at least the OR
address attributes in the "Domain:" entry are equal to
the destination address.

If a"=" is present, a destination address of a nmessage
is matched by the "Donmain:" entry if there are exactly
the same OR attributes in the destination address as in
the "Dormain:" entry. (This restriction works for OWM,
QU3, O, aJl, O P, Aand Conly.)

Exampl e:

a) Dommin: * P=switch; A=arcom C=ch

b) Donmain: = P=switch; A=arcom C=ch

The address S=eppenberger; P=switch; A=arcony C=ch

mat ches both cases, a) and b).

The address S=eppenberger; O=uni be; P=switch; A=arcom
C=ch; matches only case a).
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<responsible> ::= {"Admi nistrator: " <Uni quePer sonKey> <CR>}
This is the person responsible for the |isted donains.
Hs task is to get the agreenent of the relaying
RELAY- MTAs and keep the DOMVAIN document up-to-date
This person is the only one authorized to make changes
to this docunent. Note that nmultiple admnistrators
may be |isted.

<Rel ay> ::= "Relay: " \
(' Uni queRELAY- MTAkey’ | \
"Internet-SMIP" ) "; "\

<RELAY- MTA-Priority> <CR>
The priority is used to define the sequence in which
di fferent RELAY-MIAs may be tried in case of failure.
A lower integer corresponds to a higher priority as in
DNS. Priorities 0..49 are used to indicate backup
RELAY- MTAs. Priorities 50..99 are used for RELAY- MIAs
not acting as backup but as relay service provider for
a network service type not supported by the main
RELAY- MTA.
The keyword "Internet-SMIP" is a placeholder for an
RFC1327 gateway connected to Internet. The RELAY- MIA
manager selects a gateway of his choice.

<RELAY- MTA-Priority> ::= <lInteger 0..99>
5.5 The PERSON docunent

<PERSON- docunent > :: = <Conmunity-ldentifier>\
<Updat e-i nfo> \
<PERSON- document -i dentifier> \
<PERSON- docunent - body>

<PERSON- docunent -identifier> ::= "Key: " <Uni quePersonKey> <CR>

<PERSON- docunent - body>: : = <Nanme> {<EMi | >} {<RFC822>} \
<Phone> <Fax> <Mi |l > <Operati on>

<Narme> ::= "Nane: " ’'name of person’ <CR>
The nane of the person is given. The issue of the
character set problemis not addressed in this
docunent. Especially international communities shoul d
restrict thenselves to | A5 or ASCl|

<RFC822> ::= "RFC822: " <RFC-822-address> <CR>
This is the RFC-822 address of the person. It is often
a big help to know the RFC322 address of soneone, for
exanple if the X 400 systemis not reachable. This is
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al so the reason why it is possible to provide nultiple
OR and RFCB822 addresses. The first one is considered
the primary one.

6. Routing rules

Al the users within the MHS comunity have the right to send
nessages to each other. The general agreenent is that the RELAY- MIA
infrastructure is used according to the follow ng routing rules.
More direct connections based on bilateral agreements are fully
accept ed.

A primary or secondary RELAY-MIA nust allow i nconm ng connections from
all other primary and secondary RELAY-MIAs with a commpn stack
Primary RELAY-MIAs must be able to connect to all other primary
RELAY- MTAs whi ch share a common stack. A secondary RELAY- MFA nust
connect to at |east one primary RELAY- MIA

A nmessage arriving at a RELAY-MIA nust either be sent to the next
RELAY- MTA based on the DOVAI N docunments of the MHS comunity or it is
sent to an MIA closer to the destination based on local routing

deci sions. The follow ng al gorithm nust be used when forwarding a
nmessage to the next RELAY- MTA:

1) Select the rel evant DOVAI N docunent by searching for a match of
the Recipient address in the nessage with the entries in the
document .

I f your own RELAY-MIA appears in this list, this indicates one of
the foll ow ng:

- You offered relay services for another RELAY-MIA with higher
priority. Continue with step 2 to decide on the next RELAY-MIA

- Your RELAY-MIA is the final destination according the DOVAI N
docunent of your comunity. You need to forward the nmessage to
the final destination according |ocal routing information.

2) Fromthe list of RELAY-MIAs sel ect those that have at |east one
conmon network service type with your own RELAY- MTA.

3) Now delete all secondary RELAY-MIAs fromthe |list where no
direct connection is desired. For remai ning RELAY-MIAs in the
list no difference is made anynore between prinmary and secondary
st at us.

4) Select fromthis reduced set of RELAY-MIAs the one with the
hi ghest RELAY-MIA-priority. |If there is nore than one RELAY- MIA
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havi ng the sane priority, then select a RELAY-MIA of your choi ce.
I f your own RELAY-MIA appears in that list, then you are not
allowed to send to a RELAY-MIA with | ower or equal priority.

5) If there are no service-priorities set in the corresponding
RELAY- MTA docunent indicating which service type to use, you are
free to choose the service type for connecting to the RELAY- MTA
However, if there are specific priorities set then select the
service type with the highest priority.

6) If the connection fails then try other service types in the
sequence of descending priority.

7) If no connection works for the sel ected RELAY-MIA, then check
inthe list for the one with the sanme priority, if possible, or

el se select one with the next lower priority. |If there is another
RELAY- MTA wi th a RELAY-MIA-priority between 0..49, then select it
and proceed at step 5. Wthout another RELAY-MIA to try the
currently sel ected RELAY-MIA will be retried.

6.1 How to use RELAY-MIA-priorities

An exanpl e hel ps to explain the usage of RELAY-MIA-priorities.

I nt ernet/ TCP/ RFCL006 and Public- X 25/ X. 25/ TPO are nandatory service
types in the comunity REMOTEnail. The MHS donmai n P=REMOTE; A=ARCOM
C=CH, operates MIA-B, only connected to public X 25. A second

RELAY- MTA which is connected to both, Internet and public X. 25 is
needed to offer relay services. A connection using Internet is

consi dered cheap in this exanple. Both service types are avail able
at MTA-A. Since MITA-B is the only RELAY-MIA responsible for relaying
nessages to P=REMOTE; A=ARCOM C=CH;, to the final destination it nust
have the highest priority.

Conmuni ty: REMOTEnai

Domai n: * P=REMOTE; A=ARCOM C=CH

RELAY- MTA: P=REMOTE; A=ARCOM C=CH, MTAnane=MIA-B; 20
RELAY- MTA:  P=MTA-C, A=ARCOM C=CH, MTAnane=MIA-C, 80

Fommam - + X. 25 Fommam - + ( )
| MIA-A +------------- + MIA-B +-( P=REMOTE; A=ARCOM C=CH; )
R, + R, + ( )
\ /
TCP/ I P\ / X. 25

Fommmm - +

| MrA-C

Fommmm +
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If MIA-A needs to relay a nessage for P=REMOTE; A=ARCOM C=CH, then
the rules of chapter 6 are eval uated:

1. MIA-B and MIA-C are possible destinations

2. MIA-B and MTA-C are reachable from MIA- A

3. MTA-Bis a primary RELAY-MIA (not relevant in this exanple)
4. MIA-B has the highest priority.

5. MIA-B doesn’t have specific service type |ines docunented.
MIA- A chooses public X. 25, since it is the only possibility
to connect to MIA-B.

6. No other service types are available if the connection
fails.

7. MITA-C has a priority of 80, it is not a backup RELAY- MIA
MIA- A nmust spool the nmessage and try to connect directly to
MTA- B.

The organi sation running MIA-A coul d save noney by sendi ng messages
for the MHS domai n P=REMOTE; A=ARCOM C=CH;, via MIA-C. Since the
connection between MIA-C and the destination MIA-B is al so expensi ve,
the organi sation running MA-C woul d have to pay for external relay
traffic. Setting a lower priority for MIA-C forces the other RELAY-
MIAs wi th public X 25 connectivity to take their share of the cost.

Note that forcing other RELAY-MIAs to use a specific stack should be
avoi ded wherever possible by offering RELAY-MIAs with equal priority
for all mandatory network services. This can be an inportant
financial issue for MHS comrunities spanning several organisations,
it is not relevant in general for an MHS comunity within a single
or gani sati on.

6.2 How to use RELAY-MIA-priorities for backup RELAY- MTAS

Two RELAY- MIAs of fer real backup connectivity for the MHS domain

P=REMOTE; A=ARCOM C=CH;. It is therefore possible to set RELAY-MIA
priorities in the range of 0..49 for both RELAY-MIAs. MIA-B will be
the preferred one since it has the higher priority. If the

connection to MIA-B fails, a sending RELAY-MIA nay i nmediately try to
connect to MIA-C.

Conmuni ty: REMOTEnai

Domai n: * P=REMOTE;, A=ARCOM C=CH
RELAY- MTA: P=REMOTE; A=ARCOM C=CH, MTAnanme=MTA-B; 10
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RELAY- MTA: P=REMOTE; A=ARCOM C=CH, MTAnane=MTA-C, 30

B + B + ( )
| MIA-A +---ommee oo - + MIA-B +-( P=REMOTE; A=ARCOM C=CH, )
R, + R, + ( )
\ /
\ S - +
----------- + MTA-C |
Fommmm +

6.3 Load Sharing

It is possible to set equal priorities to do sone sort of |oad
sharing. However, nost inplenmentations are not able to do random
sel ection of RELAY-MIAs with equal priorities but have a fixed
configuration. |If load sharing is really needed then it is suggested
to split up the WMHS domain into several WMHS subtrees and docunent
them separately with a set of RELAY-MIAs with different priorities.

An example is provided for illustration of the first possibility with
equal RELAY-MIA-priorities:

Conmuni ty: REMOTEmi |

Domai n: * P=REMOTE; A=ARCOM C=CH,

RELAY- MTA: P=REMOTE; A=ARCOVM C=CH, MTAname=MTA-B; 10
RELAY- MTA: P=REMOTE; A=ARCOM C=CH, MTAnane=MTA-C; 10

) Ao + )
)--+ MIA-B +--( P=REMOTE; A=ARCOM} C=CH;, )
) Ao + )
) /

) A +/

)--+ MIA-C |

B +

And here is an exanpl e where the MHS donain
C=CH; ADMD=ARCOM PRVMD=REMOTE; O=Bi g-Org i s docunented with its own
DOVAI N document: Note that in this exanple both RELAY- MIAs serve
as backup RELAY- MIAs.

Conmuni ty: REMOTEmi |

Domai n: * P=REMOTE; A=ARCOM C=CH,

RELAY- MTA: P=REMOTE; A=ARCOM C=CH, MTAname=MIA-B; 10
RELAY- MTA: P=REMOTE; A=ARCOM C=CH, MTAnane=MTA-C; 30

Conmuni ty: REMOTEmai |
Domai n: * O=Bi g- Org; P=REMOTE; A=ARCOM C=CH
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RELAY- MTA: P=REMOTE; A=ARCOM C=CH MTAnane=MTA-C, 10
RELAY- MTA: P=REMOTE; A=ARCOM C=CH; MTAnane=MTA-B; 30

) esesee- + )

)--+ MIA-B +--( P=REMOTE; A=ARCOM C=CH. )

EEECEREREE + )

) \/

) /\

) Aeseee s )

)--+ MIA-C | --( O=Big-Org; P=REMOTE; A=ARCOM C=CH )
B + )

7. Open issues

Currently there are about 35 RELAY-MIAs within the COSI NE- MHS
service. A rough guess is that a network with about 60 RELAY-MIAs is
still manageabl e provided there are automated tools for MIA
configuration. |If there are nore MIAs applying for RELAY-MIA status
in an MHS comunity, then either an X 500 based sol ution should be
ready or a core set of about 30 well operated super-RELAY- MIAs shoul d
forma backbone, docunented within a specific MHS comunity.

Si nce the RELAY-MIA docunent contains informtion about the supported
X. 400 version (84 or 88), it is possible for an X 400(88) systemto
sel ect with higher priority an (88) RELAY-MIA. The rules in chapter 6
could be nodified to select X 400(88) systens first if the sending
RELAY- MIA is an (88) systemitself. The issue of how to establish an
X.400(88) RELAY-MIA infrastructure within an MHS conmunity is for
further study.
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Docurrent exanpl es for the COSI NE-MHS conmunity

Instead of creating artificial docunments to show an exanpl e docunent
set, this appendi x contains extracts froma real operational X 400

servi ce.
X. 400 for

The research and devel opnent comunity in Europe has used
several years. This proposal was initially witten to

address this conmunity only and solve the urgent routing and
coordi nation problens. Contributions fromdifferent experts have
made it nore flexible and therefore hopefully useful for other MHS
conmuni ti es.

Appendi x Al:

Comuni ty:

HHFHHFH

The COVMUNI TY docunent

CCSI NE- MHS

The COSI NE- MHS service is a MHS comunity forned by the European
academ ¢ and research networks with additional contacts in all
ot her continents.

The coordination is done by the COSI NE- MHS project team

Updat e: FORMAT=V3; DATE=921218; START=930201

#

Addr ess: S=Project-Team O=SW TCH, P=SW TCH, A=ARCOM C=CH,

#

Phone: +41 1-262-31-43
Fax: +41 1-261-81-88

#
Mail: SWTCH Head O fice /

MHS Coordi nati on Service /

Li mmat quai 138 /

CH- 8001 Zurich /

Switzerl and
#
Reachabl e: 09: 00-12: 00; 14:00-17:30; UTC+1
#
Mai | -server: S=nhs-server; O=swi tch; QUl=ni c;

P=SW TCH, A=ARCOM} C=CH,

FTP-server: nic.switch.ch; cosine; user@omain
#
Macro: | nt-X25(80) TELEX+00728722+X. 25(80) +01+
Macro: | nternet-RFC- 1006 TELEX+00728722+RFC-1006+03+
Macro: | Xl TELEX+00728722+X. 25( 80) +06+
#

Mandat or y- Servi ce: Public-X 25/ X. 25/ TPO
# The public X 25 network. X 25 is supported in nost X 400
# applications and mandatory in X 400 anyhow.

Mandat or y- Servi ce: | nternet/ TCP/ RFC1006
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The Internet, standing for the global TCP/IP network of the
research and devel opnent community

RFC1006 is considered a solution to ease mgration to OSI. It wll
be replaced by TP4/CLNS as soon as a reliable service is

avai |l abl e.

HFHHFEHHR

Optional - Servi ce: | nt-CLNS/ CLNS/ TP4

# The RARE Connectionless pilot service. Current participants are
# NORDUnet, SURFnet, CERN, NSFnet and SW TCH.

#

Opt i onal - Servi ce: EMPB- X. 25/ X. 25/ TPO

# The International X 25 Infrastructure covering nost countries in
# Europe. The absence of volune tariffs make it a preferred choice.

Appendi x A2: Exanple of a RELAY- MIA docunent

Cormuni ty: COSI NE- VHS

#

Updat e: FORMAT=V3; DATE=921218; START=930201

#

RELAY- MTA: P=SW TCH, A=ARCOM} C=CH, MrAname=chx400. swi tch. ch

#

Status: primary

#

Password: none

RTS- di al og- node: MONOLOGUE

#

Cal | ed-address: Public-X 25/ X. 25/ TPO;
"591"/ I nt-X25(80)=22847971014520+CUDF+03010100;
MI'S- TP- 84

Cal |'i ng- address: Public-X 25/ X. 25/ TPO;
I nt - X25(80) =22847971014520;

#

Cal | ed- address: |Internet/TCP/ RFC1006;
"591"/ I nt er net - RFC- 1006=chx400. swi t ch. ch;
MI'S- TP- 84

Cal l'i ng-address: Internet/ TCP/ RFCLO06;
I nt er net - RFC- 1006=chx400. swi t ch. ch

#

Cal | ed- address: EMPB- X. 25/ X. 25/ TPO;
"591"/1 Xl =20432840100520+CUDF+03010100;
MI'S- TP- 84

Cal i ng-address: EMPB- X. 25/ X. 25/ TPO;
| XI =20432840100520;

#

Cal l'i ng-address: Int-CLNS/ CLNS/ TP4;
"591"/ NS+39756F11111111010000014560AA00040005E100;
MI'S- TP- 84
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Cal | ed-address: DCC+756+x11111111010000014560AA00040005E100
z For X. 400(88) over CLNS
;éal i ng-address: |nt-CLNS/ CLNS/ TP4;
"592"/ NS+39756F11111111010000014560AA00040005E100;
Cal | ed- addr ess: I!/lTIOCS;L-7r56+x1111111101OOOOO14560AAOOO40005E100
ZS)/St em HWSUN 4/ 690MP; OS=SunCS 4.1.1; SWPP-6.0

Local Domai n: O=swi tch; QOUl=chx400; P=switch; A=arcom C=ch;

#

EchoServer: S=echo; O=swi tch; QUl=chx400; P=switch; A=arcom C=ch;
#

Admi ni strator: CN=Felix Kugler, O=SWTCH, C=CH

Admi ni strator: CN=Christoph Graf, O=SWTCH, C=CH

Appendi x A3: Exanple of a DOVAIN docunent

Conmuni ty: COSI NE- VHS

#

Updat e: FORMAT=V3; DATE=921218; START=930201
##

Domai n: * P=SW TCH, A=ARCOM} C=CH,
Donmi n: * P=SANDCQZ; A=ARCOM C=CH;
Domai n: * P=ABB; A=ARCOM} C=CH
Domai n: * P=UBS; A=ARCOM} C=CH;
Domai n: * P=I SREC;, A=ARCOM C=CH;
Domai n: * P=ALCATEL; A=ARCOM C=CH;
Domai n: * P=I TU, A=ARCOM} C=CH,
Donmmi n: * P=0S| LABMAI L; A=ARCOV] C=CH;
Domai n: * P=VWHO, A=ARCOM} C=CH;
Donmi n: * P=CERN; A=ARCOV] C=CH,
Domai n: * P=CERBERUS; A=ARCOM C=CH;
#

Admi ni strator: CN=Christoph Graf, O=SWTCH, C=CH

Admi ni strator: S=postnmaster; O=SWTCH, P=SW TCH, A=ARCOM C=CH,
#

RELAY- MTA: P=SW TCH, A=ARCOM C=CH; MrAname=chx400.swi tch.ch; 0
#

RELAY- MTA: P=SW TCH, A=ARCOM C=CH, MrAname=vns.sw tch; 10

Appendi x A4: Exanple of a PERSON docunent
Conmuni ty: COSI NE- VHS

#
Updat e: FORMAT=V3; DATE=921218; START=930201
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#

Routi ng Coordination for X 400 Services

Key: CN=Christoph Graf, O=SWTCH, C=CH

#

Narme:

#

Addr ess:
RFC822:
#

Phone:
Fax:

#

Mai | :

#

Chri st oph G af

S=Graf; O=SWTCH, P=SW TCH, A=ARCOM C=CH;
G af @wi tch. ch

+41 1 2565454
+41 1 2618133

SW TCH Head O fice /
Christoph Graf /

Li mmat quai 138 /

CH 8001 Zurich /

Swit zerl and

Reachabl e: 09: 00-12: 00; 14:00-17:30; UTC+0100
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Appendi x B: BNF Definitions

<cal | ed-connection> ::= "Call ed-address: " \
<Service-type> "; "\
<P-address> "; " <MIS> \
["; " <Service-priority> <CR>

<cal l i ng-connection> ::= "Calling-address: " \
<Service-type> "; "\
<P- address> <CR>

<checkpoi nt-si ze> ::= "RTS-checkpoi nt-size: " \
' checkpoi nt size <CR>

<COVMUNI TY- docunent > ::= <Communi ty-ldentifier>\
<Updat e-i nfo> \
<COVWUNI TY- docunent - body>

<COWLUNI TY- docunent - body> ::= <Coordi nati on> \
[{<Macro-definition>}] \
{<Connecti ons>}

<Comunity-ldentifier> ::= "Community: " \
(' community nanme’ | <DirectoryName>) <CR>
<connection-info> ::= <password> <RTS> \

{<cal | ed-connecti on><cal | i ng- connecti on>}\
[ <systenp] \

[ <l ocal -domai n>] \

[ <echo-server >]

<Connections> ::= {<nandat ory-servi ce>} \
{[ <optional -service>]}

<contact-info> ::= {"Adm ni strator: <Uni quePer sonKey> <CR>}
<EMai | > <Phone> <FAX> \

<Mai | > <Operation> <Fil e-server>

<Coordi nati on> :

<Country- Code> ::

"Two Character Country Code | SO 3166

<di al og- node> :: = "RTS-di al og-node: " \

("TWA" | "MONOLOGUE') <CR>
<Di rectoryName> ::= "D stingui shed Nane’
<DOVAI N- docunent > :: = <Conmmunity-ldentifier>\

<Updat e-i nfo> \
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<DOVAI N- docunent - body>

<DOVAI N- docunent - body>: : = {<Donai n-entry>} <responsibl e> \

{<Rel ay>}
<Dommi n-entry> ::= "Domain: " <OR-nmatchi ng> <VHS- subtree> <CR>
<echo-server> ::= "EchoServer: " <X 400 address> <CR>
<EMmi | > ::= "Address: " <X 400 address> <CR>
<emai | -server> ::= "Mil-server: "<X 400 address> <CR>
<extension> ::= "local extension’
<Fax> ::= "Fax: " <tel-no-list> <CR>
<File-server> ::= <email -server> [ {<FTP-server>}] \

[{<FTAM server>]}

<FTAM server> ::= "FTAMserver: " <P-address> "; "\
"account-name’ ["; " 'password ] \
["; X.500 " <DirectoryNanme>] <CR>

<FTP-server> ::= "FTP-server: " 'domain nane’ "; " \
"account-name’ ["; " 'password' ] <CR>

<int-pref> ::= 'international prefix’

<l ocal -domai n> ::= "Local Domai n: " <MHS-subtree> <CR>

<Macro-definition> ::= "Macro: " ’'Macro name’ " " \

"Macro val ue’ <CR>
<Mail> ::="Miil: " ’"postal address information <CR>

<mandat ory-servi ce> ::= "Mandatory-Service: " \
<Servi ce-type> <CR>

<MHS-subtree> ::= ["O=" ' Organi zation-nane’ "; "] \
["QUL="" Organi zational Unit’"; "\
["OR=" 'QOrganizational Unit’ "; " \
["OU3=" ' Organizational Unit’ "; " \
["Ou4=" ' Organizational Unit’ "; "]1]1]1]1 \
[ n P:" 1 PRP D.]arrel n ; |l] \
“A=" ' ADMDname’ "; " \

"C=" <Country- Code> ";"
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<MIS> ::= "MIS-T" | "MIS-TP" | "MIS-TP-84"

<Narme> ::= "Nane: " ’'name of person’ <CR>

<national nunber> ::= ’'national tel ephone nunber’

<Net wor k- name> ::= "Nane of a network’

<Net wor k-service> ::= 'Nanme of a network service’
<(peration> ::= "Reachable: " {<time> "-" <tine>"; "} \

<Ti me- zone> <CR>

<optional -service> ::= "Optional -Service: " \
<Servi ce-type> <CR>

<OR-matching> ::= ( "* " | "=")
<P-address> ::= "String encoded Presentation Address’
<password> ::= "Password: " \

("secret" | "none" | \

"val ue=\"" ’password "\"") <CR>
<PERSON- docunent > ::= <Community-ldentifier>\

<Updat e-i nfo> \
<PERSON- docunent -i dentifier> \
<PERSON- docunent - body>
<PERSON- docunent -identifier> ::= "Key: " <Uni quePersonKey> <CR>

<PERSON- docunent - body>: : = <Name> {<EMai | >} {<RFC822>} \

<Phone> ::= "Phone: " <tel-no-list> <CR>
<Relay> ::= "Relay: " \
" Uni queRELAY- MTAkey’ "; " \

<RELAY- MTA-Priority> <CR>

<RELAY- MTA- docunent > ::= <Communi ty-ldentifier>\
<Updat e-i nfo> \
<RELAY- MTA- docunent - I dentifier> \
<RELAY- MTA- docunent - body>

<RELAY- MTA- docunent - body> :: = <Status> <connection-info> \
<cont act -i nf o>

<RELAY- MTA- docurent -l dentifier> ::=\
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" RELAY- MTA: " <Uni queRELAY- MTAkey> <CR>

<RELAY- MTA-Priority> ::= <Integer 0..99>
<responsible> ::= {"Adm ni strator: " <Uni quePer sonKey> <CR>}
<RFC822> ::= "RFC822: " <RFC-822-address> <CR>
<RTS> ::= <di al og- nnde> \

[ <checkpoi nt - si ze> <wi ndow si ze>]
<Service-priority> ::= "lInteger 0..99
<Servi ce-type> ::= <Network-name> "/" \

<Net wor k- service> "/" \
<Transport - Prot ocol >

<Status> ::= "Status: " ("primary" | "secondary") <CR>
<systenmpr ::.= "System HWE" ’'conputer type "; " \
"OS=" 'operating system "; " \
"SWE" ' VHS software’ <CR>
<tel-no-list> ::= <tel-number> [{"; " <tel-number>}]
<tel-nunber> ::= {"+" <int-pref>" " <npational nunber> \
[" x" <extension>]}
<time> ::="hh:nm
<Ti me-zone> ::= ("UTC+" | "UTCG") ' hhmm
<Transport-Protocol > ::= "Nane of a transport protocol’
<Uni quePer sonKey> ::= (<X. 400 address> | <DirectoryNane> )
<Uni queRELAY- MTAkey> ::= (([ "P=" 'PRVDnane’' "; " ] \
["A=" ' ADMDnane’ "; " ] \
"C=" <Country-Code> "; " \
"MIAname=" ' MI'Anane’ )
| <DirectoryNanme> )
<Update-info> ::= "Update: FORMAT=V3; DATE=" 'yymudd' \
", START=" 'yymmd’ \
["; END=" '"yynmdd' ] <CR>
<wi ndow-si ze> :: = "RTS-w ndowsi ze: " \

"W ndow size' <CR>
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<X. 400 address> ::= 'OR address, |SO 10021-2 Annex F

<X. 400 routing coordination docurment set> ::=\
<COVMUNI TY- docunent > \
{ <RELAY- MTA-docunent> } \
{ <DOWAI N-docunment> } \
{ <PERSON- docunent > }

Security Consi derations

Security issues are not discussed in this nmeno.
Aut hor’ s Addr ess

Urs Eppenber ger

SWTCH Head Office

Li mmat quai 138

CH 8001 Zurich

Switzerl and

Phone: +41 1 261 8112
Fax: +41 1 261 8133

EMai | : Eppenber ger @wi tch. ch
S=Eppenberger; O=SW TCH, P=SW TCH, A=ARCOM C=CH;

Comments to the docunent nay al so be sent to the distribution Iist
wg- nsg@ are.nl of the RARE Working G oup on Mail and Messagi ng.

Eppenber ger [ Page 31]



