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1. Introduction

Today it is not uncommon for many network administrations to coll ect
and archive network nanagement metrics that indicate network
utilization, growth, and outages. The primary goal is to facilitate
near-term probl emisolati on and | onger-term network planning wthin
the organi zation. There is also the |arger goal of cooperative
probl emisol ati on and network planni ng bet ween network
administrations. This larger goal is likely to become increasingly
i mportant as the Internet continues to grow.

There exist a variety of network managenment tools for the collection
and presentation of network nanagenent netrics. However, different
ki nds of measurenment and presentation techniques nakes it difficult
to conpare data between networks. Plus, there is not conmmon
agreement on what metrics should be regularly collected or how t hey
shoul d be di spl ayed.
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There needs to be an agreed-upon nodel for

1) A mnimal set of common network managenent netrics to satisfy the
goal s stated above.

2) Tools for collecting these netrics.

3) A commpn storage fornmat to facilitate the usage of these data by
conmon presentation tools.

4) Common presentation formats.
Under this Qperational Statistics nodel, collection tools wll
collect and store data in a given format to be retrieved | ater by

presentation tools displaying the data in a predefined way. (See
figure bel ow)
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The Operational Statistics Mdel

(Coll ection of common netrics, by conmonly avail able tools, stored in
a conmmon format, displayed in common formats by commonly avail abl e
presentation tools.)
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This meno gives an overview of this nodel for common operationa
statistics. The nodel defines the gathering, storing and presentation
of network operational statistics and classifies the types of

i nformati on that should be avail abl e at each network operation center
conformng to this nodel

The nodel defines a minimal set of metrics, how these netrics should
gat hered and stored. Finally the nodel gives recomrendati ons on the
content and the layout of statistical reports naking it possible to
easily conpare networks statistics between NOCs.

The primary purpose of this nodel is to define ways and net hods on
how NOCs coul d npst effectively share their operational statistics.
One intention with this nodel is to specify a baseline capability
that NOCs conforming to the this nodel may support with a minim
devel opnent effort and a m ni mal ongoing effort.

2. The Mode

The nodel defines three areas of interest on which all underlying
concepts are based.

1. The definition of a mnimal set of nmetrics to be gathered

2. The definition of a format for storing collected statistica
dat a.

3. The definition of methods and formats for generating
reports.

The nodel indicates that old tools used today could be retrofitted
into the new paradigm This could be done by providing conversion-
filters between the old and the new environnment tools. In this sense
this nodel intends to advocate the devel opnent of public domain
software for use by participating NOCs.

One basic idea with the nodel is that statistical data stored at one
pl ace could be retrieved and di spl ayed at sone ot her pl ace.

2.1 Metrics and Polling Periods
The intention here is to define a minimal set of netrics that easily
coul d be gathered using standard SNVP based networ k managenent tool s.
These netrics should hence be available as variables in the Internet
Standard M B

If the Internet Standard M B is changed also this mniml set of
nmetrics could be reconsidered as there are many netrics viewed as
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i mportant but currently not being defined in the standard MB. For
sonme nmetrics being highly desirable to collect there are currently no
way to get theminto the Internet Standard M B as these netrics
probably are not possible to retrieve using SNMP. Tools and met hods
in gathering such netrics should be explicitly defined if such
netrics are to be considered. This is, however, outside of the scope
of this meno.

2.2 Format for Storing Collected Data

A format for storing data is defined. The intention is to mnimze
redundant information by using a single header structure where al
information relevant to a certain set of statistical data is stored.
Thi s header section will give information on when and where the
correspondi ng statistical data where coll ected.

2.3 Reports

Sone basic classes of reports are suggested with regards to different
vi ews of network behavior. For this reason reports on totals of
octets and packets over some period in tine are regarded as essentia
to give an overall view of the traffic flows in a network.
Differentiation between application and protocols to give ideas on
which type of traffic is domnant is regarded as needed. Finally
reports on resource utilization are recommended.

Depending on the intention with a report the tineperiod over which it
spans may vary. For capacity planning there may be a need for |onger
termreports while in engineering and operation there may be
sufficient with reports on weekly or daily basis.

2.4 Security |ssues

There are legal, ethical and political concerns of data sharing.
Peopl e are concerned about show ng data that may make one of the
net wor ks | ook bad.

For this reason there is a need to insure integrity, conformty and
confidentiality of the shared data. To be useful, the same data mnust
be collected fromall of the involved sites and it rmust be collected
at the sane interval. To prevent vendors fromgetting an unfair
performance information, certain data nmust not be nade avail abl e.
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3. Categorization of Metrics
3.1 Overvi ew

This section gives a classification of nmetrics with regard to scope
and easiness of retrieve. A recomendation of a mnimal set of
netrics is given. The section also gives sonme hints on netrics to be
consi dered for future inclusion when available in the network
management environnent. Finally sonme thoughts on storage requirenents
are presented.

3.2 Categorization of Metrics Based on Measurenent Areas

The netrics used in evaluating network traffic could be classified
into (at least) four nmjor categories:

Uilization nmetrics
Per f ormance netrics
Availability netrics
Stability metrics

3.2.1. Uilization Metrics

These category describes different aspects of the total traffic being
forwarded through the network. Possible nmetrics are:

Total input and output packets and octets.
Various peak netrics.
Per protocol and per application netrics.

3.2.2 Performance Metrics

These netrics describes the quality of service such as del ays and
congestion situations. Possible nmetrics are:

- RTT metrics on different protocol |ayers.
- Number of collisions on a bus network

- Nunber of | CWMP Source Quench nessages.

- Nunber of packets dropped.

- etc.

3.2.3 Availability Metrics

This could be considered as the long termaccessibility netrics on
di fferent protocol layers. Possible netrics are:
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- Line availability as percentage uptine.
- Route availability
- Application availability

3.2.4 Stability Metrics

These netrics describes short termfluctuations in the network which
degrades the service level. Also changes in traffic patterns could be
recogni zed using these netrics. Possible nmetrics are:

- Nunber of fast line status transitions

- Nunber of fast route changes (al so known as route flapping)
- Nunber of routes per interface in the tables

- Next hop count stability.

- Short term | CVP behavi ors.

3.3 Categorization Based on Availability of Metrics

To be able to retrieve netrics the correspondi ng vari abl es nust be
possi bl e to access at every network object being part of the
managenent domain for which statistics are being collected.

Sone metrics are easily retrievable as being defined as variables in
the Internet Standard M B while other netrics may be retrievable as
bei ng part of some vendor’'s private enterprise MB subtree. Finally
sonme nmetrics are considered as inpossible to retrieve due to not
bei ng possible to include in the SNMP concept or that the actua
nmeasur enent of these netrics would require extensive polling and
hence downl oad the network with managenent traffic.

The netrics being categorized bel ow could each be judged as an

i mportant netric in evaluating network behaviors. This list may
serve for reconsider the decisions on which nmetric to be regarded as
reasonabl e and desirable to collect. If the availability of bel ow
metrics changes these decisions may change.

3.3.1 Per Interface Variables Already in Internet Standard M B
(thus easy to retrieve)

i fl nUcast Pkt s (uni cast packet in)

i f Qut Ucast Pkts (uni cast packet out)

i fInNUcast Pkts (non-unicasts packet in
i f Qut NUcast Pkt s (non-uni cast packet out)
ifInCctets (octets in)

ifQutCctets (octets out)

i f Oper St at us (l'i ne status)
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3.3.2 Per Interface Variables in Internet Private Enterprise MB
(thus could sonetinmes be possible to retrieve)

di scarded packets in
di scarded packets out
congestion events in
congestion events out
aggregate errors
interface resets

3.3.3 Per Interface Variabl es Needing H gh Resolution Polling
(which is hard due to resulting network | oad)

i nterface queue |l ength
seconds mssing stats

i nterface unavail abl e
rout e changes

i nterface next hop count

3.3.4 Per Interface Variables not in any MB
(thus inpossible to retrieve using SNMP but possible to include
ina MB).

link | ayer packets in
link | ayer packets out
link |ayer octets in

l'ink |ayer octets out
packet interarrival tinmes
packet size distribution

3.3.5 Per Node Vari abl es
(not categorized here)

per protocol packets in
per protocol packets out
per protocol octets in
per protocol octets out
packets discarded in
packet s di scarded out
packet size distribution
Sys uptinme

pol|l delta tine

reboot count
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3.3.6 Metrics not being Retrievable with SNWP

del ays (RTTs) on different protocol |ayers
application |ayer availabilities
peak behavior metrics

3.4 Recomrended Metrics

A large amount of netrics could be regarded for gathering in the
process of doing network statistics. To facilitate for this nodel to
reach general consensus there is a need to define a mniml set of
nmetrics that are both essential and also possible to retrieve in a
majority of today network objects. As an indication of being
generally retrievable the presence in the Internet Standard MB is
regarded as a mandatory requirenent.

3.4.1 Chosen Metrics

The following netrics were chosen as desirable and reasonabl e bei ng
part of the Internet Standard M B:

For each interface:

ifInCctets (octets in)

ifQutCctets (octets out)

i flnUcast Pkts (uni cast packets in)

i fQut Ucast Pkts (uni cast packets out)

i fInNUcast Pkts (non-uni cast packets in)
i f Qut NUcast Pkt s (non-uni cast packets out)
i fInDi scards (in discards)

i fQut Di scards (out discards)

i f Oper St at us (l'i ne status)

For each node:

i pForwDat agrans (I P forwards)
i pl nDi scards (I'P in discards)
sysUpTi ne (system uptine)

Al of the above netrics are available in the Internet Standard M B.
However, there also other netrics which could be recomrended such as
the RTT netric which probably never will be in any MB. For such
netrics other collection tools than SNVP have to be explicitly
defined. The specification of such tools are outside scope of this
nmeno.
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4. Polling Frequencies

The reason for the polling is to achieve statistics to serve as base
for trend and capacity planning. Fromthe operational data it shal
be possible to derive engineering and managenent data. It shall be
noted that all polling and saving val ues bel ow are reconmendati on and
not mandatory.

4.1 Variabl es Needing H gh Resol ution Polling

To be able to detect peak behaviors it is recommended that a period
of maximum 1 mnute (60 seconds) is used in the gathering of traffic
data. The nmetrics to be gathered at this frequency is:

for each interface

ifInCctets (octets in)
ifQutCctets (octets out)
i flnUcast Pkts (uni cast packets in)
i fQut Ucast Pkts (unicast packets out)

If not possible to gather data at this high polling frequency, it is
recommended that an even multiple of 60 seconds is used. The initia
polling frequency value will be part of the stored statistical data
as described in section 4 bel ow.

4.2 Variabl es not Needing H gh Resol ution Polling
The ot her part of the recommended variables to be gathered, i.e.
For each interface
i fInNUcast Pkts (non-unicast packets in)
i f Qut NUcast Pkt s (non-uni cast packets out)
i fInDi scards (in discards)
i fQut Di scards (out discards)
i f Oper St at us (l'i ne status)
and for each node:
i pForwDat agrans (1P forwards)
i pl nDi scards (I'P in discards)
sysUpTi ne (system uptine)
These variabl es could be gathered at a |l ower polling rate. No

specific polling rate is nentioned but it is recommended that the
period chosen is an even multiple of 60 seconds.
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5. Pre-Processing of Raw Statistical Data
5.1 Optimzing and Concentrating Data to Resources

To avoid redundant data being stored in comonly avail abl e storage
there is a need for processing the raw data. For exanple if alink is
down there is no need to continuous store a counter that is not
changi ng. Using variables such as sysUpTime and Line Status there is
the possibility of not continuously storing data collected fromlinks
and nodes where no traffic have been transmitted over sone period of
time.

Anot her aspect of processing is to decouple the data fromthe raw
interface being polled. The intention should be to convert such data
into the resource being of interest as for exanple the traffic on a
gi ven link. Changes of interface in a gateway for a given link should
not be visible in the provided data.

5.2 Aggregation of Data

A polling period of 1 minute will create the need of aggregating
stored data. Aggregation here means that over a period with | ogged
entries, a new aggregated entry is created by taking the first and
| ast of the previously |ogged entries over sonme aggregation period
and conpute a new entry.

Not to | oose information on the peak val ues the aggregation also
means that the peak val ue of the previous aggregation period is

cal cul ated and stored.

Thi s gives bel ow | ayout of aggregated entries

It is foreseen that over a relatively short period, polled data wll
be I ogged at the tightest polling period (1 mnute). Regularly these
data will be pre-processed into the actual files being provided.

Suggestions for aggregation periods:

Over a
24 hour period aggregate to 15 m nutes,
1 nonth period aggregate to 1 hour
1 year period aggregate to 1 day

Aggregation is the conputati on of new average and maxi mum val ues for
the aggregation period based on the previous aggregation period data.
For each aggregation period the maxi num and average val ues are
conputed and stored. Al so other aggregation period could be chosen
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when needed. The chosen aggregation period value will be stored
together with the aggregated data as described bel ow.

6. Storing of Statistical Data

This section describes a format for storing of statistical data. The
goal is to facilitate for a commobn set of tools for the gathering
storing and analysis of statistical data. The format is defined with
the intention to mnimze redundant information and by this minimze
required storage. If a client server based nodel for retrieving
renote statistical data is |ater being devel oped, the specified
storage format shoul d be possible to used as the transm ssion

pr ot ocol

The format is built up by three different sections within the
statistical storage, a |abel section, a device section and a data
section. The | abel section gives the start and end tines for a given
data section as well as the file where the actual data is stored.
The devi ce section specifies what is being logged in the
correspondi ng data secti on.

To facilitate for multiple data sections within one log-file, |abe
sections, device sections and data sections may occur nore than once.
Each section type is delimted by a BEG N-END pair. Label and device
sections could either be stored directly in the data-file or as
separate files where the corresponding data-file is pointed out by
the data-file entry in the | abel section

A data section nmust correspond to exactly one | abel section and one
device section. |If nore |abel sections and device sections each data
section will belong to the | abel section and device section

i mredi ately prepending the data section if these sections are stored
within the data-file. How files are physically arranged is outside
the scope of the docunent.

6.1 The Storage Format

stat-data ::=
<l abel - secti on><FS><devi ce- secti on><FS><dat a- sect i on><FS>
[ <devi ce-secti on><FS><dat a- sect i on><FS>]

FS ::="," | <LF> | <LF> # any text here <LF>

The file nust start with a | abel specification followed by a device
specification followed by a data section. If the storing of |ogged
data is for some reason interrupted a new | abel specification should
be inserted when the storing is restarted. If the device being | ogged
is changed this should be indicated as a new | abel and a new device
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speci fication.

It shall here be noted that the actual physical storage of data is a
| ocal decision and can vary a lot. There can be one data-file per
interface or nultiple interfaces | ogged within the sane data-file.
Label and device sections nay be stored in a separate file as well as
within the data-file.

6.1.1 The Label Section

| abel -section ::= "BEG N_LABEL" <FS>
<start_time> <FS>
<stop_tinme> <FS>
<data_file> <FS>
"END_LABEL"

start-tine <tinme-string>

end-tinme = <tinme-string>

file-name = <ascii-string>

time-string ::= <year><nont h><day><hour ><ni nut e><second>
year c1= <digit><digit><digit><digit>

nont h =01 ] ... | 12

hour =00 ]| ... | 23

m nut e =00 ] ... | 59

second = 00 | | 59

digit = 0| | 9

ascii-string ::= same as MB Il definition of <ascii-string>

The tines defines start and stop tines for the related set of |ogged
data. The tine is in UTC

6. 1.2 The Device Section

devi ce-section ::= "BEA N DEVI CE' <FS>
<devi ce-fiel d> <FS>
"END_DEVI CE"

<net wor knane><FS><r out er name><FS><| i nkname><FS>
<bw val ue><FS><bw sort ><FS><pr ot 0-t ype><FS>

<pr ot o- addr ><FS><t i me- zone><FS><t ag-t abl e>

[ <tag-tabl e>]

device-field

net wor knanme
rout er name
i nknane

<ascii-string>
<fully qualified domain name>
<ascii-string>
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bw val ue = <actual bandwi dth val ue>

bwsort = "bps" | "Kbps" | "Mops" | "CGops" | "Tbps"

prot o-type = "IP" | "DECNET" | "X. 25" | "CLNS"

pr ot o- addr = <networ k- addr ess dependi ng on proto-type>

ti mezone = <"+" | "-"><00 | ... | 12><00 | 30>

tag-table = <tag><FS><t ag- cl ass><FS><vari abl e-fi el d>
[ <FS><vari abl e-fi el d>]

tag-cl ass “"total" | "peak"

variable-field ;; <vari abl e-nane> <FS> <initial -pol | i ng-peri od><FS>
<aggr egat i on- peri od>
<ascii-string>

<ascii-string>

tag
vari abl e- nane

initial-polling-period ::
aggr egati on- peri od

= <di git>[<digit>]

= <digit>[<digit>]

The network nane is a human readable string indicating to which
network the | ogged data bel ong.

The routername is the fully qualified nane rel evant for the network
architecture where the router is install ed.

The linkname is a human readable string indicating the the
connectivity of the link where fromthe | ogged data is gathered.

The bandwi dt h shoul d be the nunerical value followed by the sort
bei ng used. Valid sorts are bps, Kbps, Myps, Tbps.

The prototype filed describes to which network architecture the
interface being | ogged is connected. Valid types are | P, DECNET, X 25
and CLNP

The network address is the unique numeric address of the interface
bei ng | ogged. The actual formof this address is dependent of the
protocol type as indicated in the proto-type field. For Internet
connected interfaces the "three-dot" notation should be used.

The tine-zone indicates the tinedifference that should be added to
the tinestanp in the datasection to give the local tine for the
| ogged interface.

The tag-table lists all the variables being polled. Variable nanes
are the fully qualified Internet MB nanmes. The table nmay contain
mul tiple tags. Each tag nust be associated with only one polling and
aggregation period. If variables are being polled or aggregated at

di fferent periods one separate tag in the table has to be used for
each peri od.
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As variables my be polled with different polling periods within the
same set of logged data, there is a need to explicitly associate a
polling period with each variable. After being processed the actua
peri od covered may have changed as compared to the initial polling
period and this should be noted in the aggregation period field. The
initial polling period and aggregation period should be given in
seconds.

As aggregation also nmeans the conputation of the max value for the
previously polled data, the aggregati on process have to extend the
tag table to include these maxi mum val ues. This could be done in
different ways. The variable field for the aggregated variables is
extended to al so include the peak values fromthe previous period.
Anot her possibility is to create new tags for the peak values. To be
able to differentiate between polled raw data, aggregated total and
aggregat ed peak val ues sone kind of unique nam ng of such entities
has to be inpl enent ed

6.1.3 The Data Section

dat a- secti on "BEGQ N_DATA" <FS>

<dat a-fi el d><LF>

"END_DATA"

data-field = <ti mest anp><FS><t ag><FS>
<pol | - del t a><FS><del t a- val >
[ <FS><del t a- val >]

pol | -delta = <digit> [<digit>]

tag ;1= <ascii-string>

delta-value ::= <digit> [<digit>]

ti mestanp = <year ><nont h><day><hour ><m nut e><second>

year = <di gi t ><di gi t ><di gi t ><di gi t >

nont h =01] ... | 12

hour =00 ] ... | 23

m nut e =00 ]| ... | 59

second = 00 | | 59

digit = 0 | | 9

The datafield contains the polled data froma set of variables as
defined by the corresponding tag field. Each data field begins with
the timestanp for this poll followed by the tag defining the polled
vari ables followed by a polling delta value giving the period of tine
in seconds since the previous poll. The variable values are stored as
delta values for counters and as absol ute val ues for non-counter

val ues such as OperStatus. The timestanmp is in UTC and the tine-zone
field in the device section is used to conpute the local time for the
devi ce bei ng | ogged.
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6.2 Storage Requirenment Estinations

The header sections are not counted in this exanmple. Assunming the
the maximum polling intensity is used for all the 12 recomended
vari abl es and assuming the size in ascii of each variable is 8 bytes
will give the bel ow cal cul ati ons based on one year of storing and
aggregating statistical data.

Assuming that data is saved according to the bel ow schene

1 m nute non-aggregated saved 1 day.

15 m nute aggregation period saved 1 week.

1 hour aggregation period saved 1 nont h.

1 day aggregation period saved 1 year
this will give:

Size of one entry for each aggregation peri od:

Aggr egati on peri ods

1 mn 15 mn 1 hour 1 day
Ti mest anp 14 14 14 14
Tag 5 5 5 5
Poll-Delta 2 3 4 5
Total val ues 96 96 96 96
Peak val ues 0 96 192 288
Fiel d separators 14 28 42 56
Total entry size 131 242 353 464

For each day 60*24 = 1440 entries with a total size of 1440*131 = 187
Kbyt es.

For each weak 4*24*7 = 672 entries are stored with a total size of
672*242 = 163 Kbytes
For each nonth 24*30 720 entries are stored with a total size of
720*353 = 254 Kbytes

For each year 365 entries are stored with a total size of 365*464 =
169 Kbyt es.

Grand total estimated storage for during one year = 773 Kbytes.
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7. Report Formats

Thi s section suggest some report formats and defines the metrics to
be used in such reports.

7.1 Report Types and Contents

There is the longer termneeds for nmonthly and yearly reports show ng
the long termtendencies in the network. There are the short term
weekly reports giving indications on the mediumterm changes in the
net wor k behavi or which could serve as input in the mediumterm

engi neering approach. Finally there is the daily reports giving

i nst ant aneous overvi ews needed in the daily operations of a network.

These reports should give information on:

O fered Load Total traffic at external interfaces.
O fered Load Segnent ed by "Customer”.

O fered Load Segnent ed protocol /application
Resource Utilization Li nk/ Rout er.

7.2 Contents of the Reports
7.2.1 Ofered Load by Link

Metric categories: input octets per external interface
out put octets per external interface
i nput packets per external interface
out put packets per external interface

The intention is to visualize the overall trend of network traffic on
each connected external interface. This could be done as a bar-chart
giving the totals for each of the four metric categories. Based on
the tinme period selected this could be done on a hourly, daily,
nonthly or yearly basis.

7.2.2 Ofered Load by Custoner

Metric categories: input octets per customer
output octets per customner
i nput packets per custoner
out put packets per customner

The recommendation is here to sort the offered | oad (in decreasing
order) by custoner. Plot the function F(n), where F(n) is percentage
of total traffic offered to the top n custoners or the function f(n)
where f is the percentage of traffic offered by the n"th ranked
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customers.

The definition of what should be neant by a customer has to be done
locally at the site where the statistics are being gathered.

The cumnul ati ve coul d be useful as an overview of how the traffic is
di stributed anong users since it enables to quickly pick of f what
fraction of of the traffic comes from what nunber of "users."

A met hod of displaying both average and peak-behaviors in the same
bar-diagramis to conpute both the average val ue over some period and
the peak val ue during the sane period. The average and peak val ues
are then displayed in the sane bar.

7.2.3 Resource Utilization Reporting
7.2.3.1 Uilization as Maxi num Peak Behavi or

The link utilization is used to capture information on network

| oading. The polling interval must be small enough to be significant
with respect to variations in human activity since this is the
activity that drives loading in network variation. On the other hand,
there is no need to make it snmaller than an interval over which
excessi ve delay woul d notably inpact productivity. For this reason 30
mnutes is a good estimate the tinme at which people remain in one
activity and over which prolonged high delay will affect their
productivity. To track 30 minute variations, there is a need to
sample twice as frequently, i.e., every 15 minutes. Using above
recommended polling period of 10 mnutes this will hence be
sufficient to capture variations in utilizations.

A possible format for reporting utilizations seen as peak behaviors
is to use a nmethod of comnbining averages and peak measurenents onto
the sane di agram Conpare for exanpl e peak-nmeters on audi o-equi prment.
If for exanple a diagramcontains the daily totals for some period,
then the peaks woul d be the npbst busy hour during each day. If the
diagramwas totals on hourly basis then the peak woul d be the naxi mum
10 m nutes period for each hour

By conbi ning the average and the maxi mum val ues for a certain
timeperiod it will be possible to detect line utilization and
bottl enecks due to tenporary high | oads.

7.2.3.2 Wilization Visualized as a Frequency Distribution of Peaks
Anot her way of visualizing line utilizationis to put the 10 m nutes

sampl es in a histogram showi ng the rel ative frequency anong t he
sanpl es vs. the | oad.
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8. Considerations for Future Devel opnent

This memo is the first effort in formalizing a cormon basis for
operational statistics. One major guideline in this work has been to
keep the nodel sinple to facilitate for vendors and NOCs to easily
integrate this nodel in their operational tools.

There are, however, sone ideas that could be progressed further to
expand the scope and usability of the nodel.

8.1 A dient/Server Based Statistical Exchange System

A possi bl e way of devel opnent could be the definition of a
client/server based architecture for providing Internet access to
operational statistics. Such an architecture envisions that each NOC
should install a server who provides locally collected information in
a variety of forms for clients.

Using a query |l anguage the client should be able to define the
networ k object, the interface, the netrics and the time period to be
provided. Using a TCP based protocol the server will transmt the
requested data. Once these data is received by the client they could
be processed and presented by a variety of tools needed. One
possibility is to have an X- W ndow based tool that displays defined
di agrams from data, supporting such types of diagrans being feed into
the X-window tool directly fromthe statistical server. Another

conpl emrentary method woul d be to generate PostScript output to be
able to print the diagrans. In all cases there should be the
possibility to store the retrieved data locally for |ater processing.

8.2 Inclusion of Variables not in the Internet Standard M B

As has been pointed out above in the categorization of netrics there
are netrics which certainly could have been recommended if being
available in the Internet Standard MB. To facilitate for such
netrics to be part of the set of recomrended netrics it will be
necessary to specify a subtree in the Internet Standard M B

contai ning vari abl es judged necessary in the scope of perform ng
operational statistics.

8.3 Detail ed Resource Utilization Statistics

One area of interest not covered in the above description of nmetrics
and presentation formats is to present statistics on detailed views
of the traffic flows. Such views could include statistics on a per
application basis and on a per protocol basis. Today such metrics are
not part of the Internet Standard MB. Tools |ike the NSF NNStat are
bei ng used to gather information of this kind. A possible way to
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achi eve such data could be to define a NNStat MB or to include such
vari ables in the above suggested operational statistics MB subtree.

APPENDI X A
Sone fornmulas for statistical aggregation

The foll owi ng nanming conventions are being used:

For poll values poll(n)_]

n Pol I i ng or aggregation period
] Entry nunber

pol 1 (900) j is thus the 15 minute total val ue.

For peak val ues peak(n,m _j

n
m

j

Peri od over which the peak is cal cul ated
The peak period | ength
Entry nunber

peak(3600,900) j is thus the maxi num 15 minute period cal cul ated
over 1 hour.

Assume a polling over 24 hour period giving 1440 | ogged entries.

Wt hout any aggregati on we have

pol I (60) _1

15 m nute aggregation will give 96 entries of total val ues
pol | (900) 1
pol | (900) 96

i =(n+14)
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pol |1 (900) k = SUM poll(60) j n
j=n k

1,16, 31,...1425
1,2,....,96

There will also be 96 1 m nute peak val ues.

j =(n+14)
peak(900, 60) _k = MAX pol | (60) _000j

n=1, 16, 31, ...., 1425
=n k=1

1
v 2,....,96

Next aggregation step is from15 mnute to 1 hour.
This gives 24 totals
j =(n+3)

pol I (3600) _k = SUM poll(900) j n
j=n k=1,2,....,24

and 24 1 mnute peaks cal cul ated over each hour.

j =(n+3)
peak (3600,60) k = MAX peak(900,60)_j n
j=n k=1,2,....24

and finally 24 15 minute peaks cal cul ated over each hour.

j =(n+3)
peak (3600,900) = MAX poll(900) j n=1,5,9,..... , 93
j=n

Next aggregation step is from1 hour to 24 hour

For each day with 1440 entries as above this will give

j =(n+23)

St ockman
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pol | (86400) k = SUM pol I (3600) j n=1,25,51,.......

j=n k=1,2............
j =(n+23)
peak( 86400, 60) k = MAX peak( 3600, 60) _j n=1, 25,51, ....
j =n k=1,2.........

whi ch gives the busiest 1 minute period over 24 hours.

j =(n+23)
peak(86400, 900) _k = MAX peak(3600,900)_j n=1,2 Ce
j=n k=1,2,........
whi ch gives the busiest 15 minute period over 24 hours.
j =(n+23)
peak(86400, 3600) _k = MAX pol | (3600) j n ce
j=n k=1,2,........
whi ch gives the busiest 1 hour period over 24 hours.

There will probably be a difference between the three peak values in
the final 24 hour aggregation. Smaller peak period will give higher
val ues than longer, i.e., if adjusted to be nunerically conparable.

pol | (86400) /3600 < peak(86400, 3600) < peak( 86400, 900) * 4
< peak( 86400, 60) * 60
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APPENDI X B

An exanpl e

Assum ng bel ow data storage:
BEG N_DEVI CE

UNI-1, total,iflnCctet, 60, 60,ifO0utCctet, 60, 60
BRD-1.total . iflnNUcast Pkts, 300, 300, i f Qut NUcast Pkt s, 300, 300

whi ch gives

BEG N_DATA
19920730000000, UNI -1, 60, val 1-1,va
19920730000060, UNI - 1, 60, val 1-2,va
19920730000120, UNI - 1, 60, val 1-3,va
19920730000180, UNI - 1, 60, val 1-4,va
19920730000240, UNI - 1, 60, val 1-5,va
19920730000300, UNI - 1, 60, val 1-6, val 2-6
19920730000300, BRD- 1, 300, val 1-7,val 2-7
19920730000360, UNI - 1, 60, val 1-8, val 2-8

Aggregation to 15 m nutes gives

BEG N_DEVI CE
UNI-1, total iflnCctet, 60, 900, i f Qut Oct et 60, 900
BRD-1.total . iflnNUcast Pkts, 300, 900, i f Qut NUcast Pkt s, 300, 900
UNI - 2, peak, iflnCctet, 60 900, i f Qut Oct et | 60 900

BRD- 2, peak, ifl nNUcast Pkts, 300, 900, i f Qut NUcast Pkt s, 300, 900

where UNI-1 is the 15 mnute tota
BRD-1 is the 15 mnute tota

UNI-2 is the 1 mnute peak over 15 minute (peak = peak(1l))
BRD-2 is the 5 mi nute peak over 15 minute (peak = peak(1l))
whi ch gives
BEG N_DATA

19920730000900, UNI - 1, 900, tot-val 1,tot-val 2
19920730000900, BRD- 1, 900, tot-val 1, tot-val 2
19920730000900, UNI - 2, 900, peak(1)-val 1, peak(1)-val 2
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19920730000900, BRD- 2, 900,
19920730001800, UNI - 1, 900,
19920730001800, BRD- 1, 900,
19920730001800, UNI - 2, 900,
19920730001800, BRD- 2, 900,

Next aggregation step to 1 ho
BEG N_DEVI CE

UM;i,totm,ifannet,

peak(1l)-val 1, peak(1)-val 2
tot-val 1,tot-val 2
tot-val 1,tot-val 2
peak(1)-val 1, peak(1)-val 2
peak(1)-val 1, peak(1)-val 2

ur generates:

60, 3600, i f Qut Cct et

January 1993

60, 3600

BRD- 1, total,iflnNUcast Pkts, 300, 3600, i f Qut NUcast Pkt s, 300, 3600

UNI - 2, peak, i flnCctet,
BRD- 2, peak, i f I nNUcast Pkt s,
UNI - 3, peak, i flnCctet,
BRD- 3, peak, i f I nNUcast Pkt s,

wher e

UNI-1 is the one hour tota
BRD-1 is the one hour tota
UNI-2 is the 1 mnute peak o
BRD-2 is the 5 mnute peak o
UNI-3 is the 15 m nute peak o
BRD-3 is the 15 mnute peak o

whi ch gives

BEG N_DATA
19920730003600, UNI - 1, 3600,
19920730003600, BRD- 1, 3600,
19920730003600, UNI - 2, 3600,
19920730003600, BRD- 2, 3600,
19920730003600, UNI - 3, 3600,
19920730003600, BRD- 3, 3600,
19920730007200, UNI - 1, 3600,
19920730007200, BRD- 1, 3600,
19920730007200, UNI - 2, 3600,
19920730007200, BRD- 2, 3600,
19920730007200, UNI - 3, 3600,
19920730007200, BRD- 3, 3600,

Final ly aggregation step to 1

UNI-1,total,iflnCctet, 60, 8640

St ockman

60, 3600, i f Qut Cct et
300, 900, ifQut NUcast Pkt s,
900, 3600, i f Qut Cct et
900, 3600, i f Qut NUcast Pkt s,

ver 1 hour (peak of peak =
ver 1 hour (peak of peak =

60, 3600
300, 900
900, 3600
900, 3600

peak(2))
peak(2))

ver 1 hour (peak = peak(1l))
ver 1 hour (peak = peak(1))

tot-val 1,tot-val 2
tot-val 1,tot-val 2
peak(2)-val 1, peak(2)-val 2
peak(?2)-val 1, peak(2)-val 2
peak(1)-val 1, peak(1)-val 2
peak(1)-val 1, peak(1)-val 2
tot-val 1,tot-val 2
tot-val 1,tot-val 2
peak(2)-val 1, peak(2)-val 2
peak(?2)-val 1, peak(2)-val 2
peak(1)-val 1, peak(1)-val 2
peak(1)-val 1, peak(1)-val 2

day gener ates:

0,ifQutCctet, 60, 86400
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BRD-1,total,iflnNUcast Pkts, 300, 86400, i f Qut NUcast Pkt s, 300, 86400
UNI - 2, peak, i fI nCct et, 60, 86400, i f Qut Cct et , 60, 86400

BRD- 2, peak, i f I nNUcast Pkt s, 300, 900, i f Qut NUcast Pkt s, 300, 900

UNI - 3, peak, i fI nCct et, 900, 86400, i f Qut Cct et, 900, 86400

BRD- 3, peak, i f | nNUcast Pkt s, 900, 86400, i f Qut NUcast Pkt s, 900, 86400
UNI - 4, peak, i fI nCct et, 3600, 86400, i f Qut Cct et, 3600, 86400

BRD- 4, peak, i f I nNUcast Pkt s, 3600, 86400, i f Qut NUcast Pkt s, 3600, 86400

wher e
UNI-1 is the
BRD-1 is the
UNI-2 is the
(peak of
UNI-3 is the
UNl -4 is the
BRD-2 is the
(peak of
BRD-3 is the
BRD-4 is the

24 hour tota
24 hour tota

1 m nute peak
peak of peak =
15 mi nute peak
1 hour peak
5 m nute peak
peak of peak =
15 m nute peak
1 hour peak

over 24 hour
peak(3))

over 24 hour
over 24 hour
over 24 hour
peak(3))

over 24 hour
over 24 hour

(peak of peak = peak(2))
(peak = peak(1))

(peak of peak = peak(2))
(peak = peak(1))

whi ch gives

BEG N_DATA

19920730086400, UNI - 1, 86400,
19920730086400, BRD- 1, 86400,

tot-val1,tot-val 2
tot-val 1,tot-val 2

19920730086400, UNI - 2, 86400,
19920730086400, BRD- 2, 86400,
19920730086400, UNI - 3, 86400,
19920730086400, BRD- 3, 86400,
19920730086400, UNI - 4, 86400,
19920730086400, BRD- 4, 86400,
19920730172800, UNI - 1, 86400,
19920730172800, BRD- 1, 86400,
19920730172800, UNI - 2, 86400,
19920730172800, BRD- 2, 86400,
19920730172800, UNI - 3, 86400,
19920730172800, UNI - 3, 86400,
19920730172800, UNI - 4, 86400,
19920730172800, BRD- 4, 86400,
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peak(3)-val 1, peak(3)-val 2
peak(3)-val 1, peak(3)-val 2
peak(2)-val 1, peak(2)-val 2
peak(2)-val 1, peak(2)-val 2
peak(1l)-val 1, peak(1)-val 2
peak(1)-val 1, peak(1)-val 2
tot-val 1,tot-val 2

tot-val1,tot-val 2

peak(3) -val 1, peak(3)-val 2
peak(3)-val 1, peak(3)-val 2
peak(2)-val 1, peak(2)-val 2
peak(2)-val 1, peak(2)-val 2
peak(1)-val 1, peak(1)-val 2
peak(1)-val 1, peak(1)-val 2
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Security Considerations
Security issues are discussed in Section 2.4.
Aut hor’ s Addr ess

Ber nhard St ockman
NORDUnet / SUNET NOC

Royal Institute of Technol ogy
Drottning Kristinas Vag 37B
S-100 44 Stockhol m Sweden

Phone: +46 8 790-6519

Fax +46 8 241-179
Email: boss@unet. se

St ockman [ Page 27]



