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Status of this Menp

This menmo provides information for the Internet conmunity. It is a
survey of some of the nmmjor directions and issues. |t does not
specify an Internet standard. Distribution of this menmo is
unlimted.

Abst r act

The growt h of network intensive Internet applications has nade

gat eway congestion control a high priority. The |IETF Performance and
Congestion Control Working Group surveyed and revi ewed gat eway
congestion control and avoi dance approaches. The purpose of this
paper is to present our review of the congestion control approaches,
as a way of encouraging new di scussi on and experinentation. I|ncluded
in the survey are Source Quench, Random Drop, Congestion Indication
(DEC Bit), and Fair Queueing. The task remains for Internet

i npl enentors to deternmine and agree on the nost effective mechani sns
for controlling gateway congestion

1. Introduction

Internet users regularly encounter congestion, often in mld formns.
However, severe congestion epi sodes have been reported al so; and

gat eway congestion renmmi ns an obstacle for Internet applications such
as scientific superconputing data transfer. The need for I|nternet
congestion control originally became apparent during several periods
of 1986 and 1987, when the Internet experienced the "congestion
col | apse” condition predicted by Nagle [Nag84]. A |arge nunber of

wi dely dispersed Internet sites experienced sinultaneous sl owdown or
cessation of networking services for prolonged periods. BBN, the
firmresponsi ble for nmaintaining the then backbone of the Internet,
the ARPANET, responded to the collapse by adding link capacity
[Gar87].

Much of the Internet now uses as a transm ssi on backbone the Nationa

Sci ence Foundation Network (NSFNET). Extensive nonitoring and
capacity planning are being done for the NSFNET backbone; still, as
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the demand for this capacity grows, and as resource-intensive
applications such as wide-area file system nanagenent [ Sp89]

i ncreasingly use the backbone, effective congestion control policies
will be a critical requirenent.

Only a few mechanisnms currently exist in Internet hosts and gat eways
to avoid or control congestion. The nechanisns for handling
congestion set forth in the specifications for the DoD I nternet
protocols are limted to:

W ndow flow control in TCP [Pos81b], intended primarily for
controlling the demand on the receiver’s capacity, both in terns
of processing and buffers.

Source quench in I CWP, the nmessage sent by IP to request that a
sender throttle back [Pos81la].

One approach to enhancing Internet congestion control has been to
overlay the sinple existing nechanisns in TCP and ICMP with nore
powerful ones. Since 1987, the TCP congestion control policy, Slow
start, a collection of several algorithnms devel oped by Van Jacobson
and M ke Karels [Jac88], has been w dely adopted. Successful Internet
experiences with Slowstart led to the Host Requirenents RFC [ HREQB9]
classifying the algorithnms as mandatory for TCP. Slowstart nodifies
the user’s denmand when congestion reaches such a point that packets
are dropped at the gateway. By the tine such overflows occur, the
gateway i s congested. Jacobson wites that the Slowstart policy is
i ntended to function best with a conpl enentary gateway policy

[ Jac88].

1.1 Definitions

The characteristics of the Internet that we are interested in include
that it is, in general, an arbitrary nesh-connected network. The

i nternetwork protocol is connectionless. The nunber of users that

pl ace demands on the network is not limted by any explicit

nechani sm no reservation of resources occurs and transport |ayer
set-ups are not disallowed due to | ack of resources. A path froma
source to destination host may have nultiple hops, through severa
gateways and |links. Paths through the Internet may be heterogeneous
(though honbgeneous paths al so exi st and experience congestion).

That is, links may be of different speeds. Al so, the gateways and
hosts nmay be of different speeds or nmay be providing only a part of
their processing power to comunication-related activity. The
buffers for storing information flow ng through |Internet gateways are
finite. The nature of the internet protocol is to drop packets when
these buffers overfl ow
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Gat eway congestion arises when the demand for one or nore of the
resources of the gateway exceeds the capacity of that resource. The
resources include transm ssion |inks, processing, and space used for
buf fering. Operationally, uncongested gateways operate with little
gueuei ng on average, where the queue is the waiting line for a
particul ar resource of the gateway. One compnly used quantitative
definition [KI e79] for when a resource is congested is when the
operating point is greater than the point at which resource power is
maxi mum where resource power is defined as the ratio of throughput
to delay (See Section 2.2). At this operating point, the average
gueue size is close to one, including the packet in service. Note
that this is a long-term average queue size. Several definitions
exist for the tinmescal e of averaging for congestion detection and
control, such as dominant round-trip time and queue regeneration
cycle (see Section 2.1).

Mechani sns for handling congestion may be divided into two

cat egori es, congestion recovery and congestion avoi dance. Congestion
recovery tries to restore an operating state, when demand has al ready
exceeded capacity. Congestion avoi dance is preventive in nature. It
tries to keep the denmand on the network at or near the point of
maxi mum power, so that congestion never occurs. Wthout congestion
recovery, the network nmay cease to operate entirely (zero
throughput), whereas the Internet has been operating w thout
congestion avoi dance for a long tinme. Overall performance nay

i mprove with an effective congestion avoi dance nechanism Even if

ef fective congestion avoi dance was in place, congestion recovery
schenes would still be required, to retain throughput in the face of
sudden changes (increase of demand, |oss of resources) that can | ead
to congestion.

In this paper, the term"user" refers to each individual transport
(TCP or another transport protocol) entity. For exanple, a TCP
connection is a "user"” in this termnology. The terns "flow' and
"stream are used by sone authors in the sane sense. Sone of the
congestion control policies discussed in this paper, such as

Sel ective Feedback Congestion Indication and Fair Queuei ng aggregate
nmul tiple TCP connections froma single host (or between a source
host - desti nation host pair) as a virtual user

The term "cooperating transport entities"” will be defined as a set of
TCP connections (for exanple) which follow an effective nethod of
adjusting their demand on the Internet in response to congestion

The nost restrictive interpretation of this termis that the
transport entities follow identical algorithms for congestion contro
and avoi dance. However, there may be sone variation in these
algorithms. The extent to which heterogeneous end-system congestion
control and avoi dance may be acconmpdat ed by gateway policies should
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be a subject of future research. The role played in Internet
performance of non-cooperating transport entities is discussed in
Section 5.

1.2 Goals and Scope of This Paper

The task remains for Internet inplenentors to deternmine effective
nmechani sns for controlling gateway congestion. There has been

m ni mal conmmon practice on which to base recommendations for |nternet
gat eway congestion control. |In this survey, we describe the
characteristics of one experinmental gateway congestion managenent
policy, Random Drop, and several that are better-known: Source
Quench, Congestion Indication, Selective Feedback Congestion

I ndi cation, and Fair Queueing, both Bit-Round and Stochastic. A
notivation for documenting Random Drop is that it has as primary
goal s | ow overhead and suitability for scaling up for Internets with
hi gher speed |inks. Both of these are inmportant goals for future
gateway i nplenentations that will have fast |inks, fast processors,
and will have to serve |l arge nunbers of interconnected hosts.

The structure of this paper is as follows. First, we discuss
performance goal s, including tinescale and fairness considerations.
Second, we discuss the gateway congestion control policies. Random
Drop is sketched out, with a recomendation for using it for
congestion recovery and a separate section on its use as congestion
avoi dance. Third, since gateway congestion control in itself does
not change the end-systens’ demand, we briefly present the effective
responses to these policies by two end-system congestion contro
schenes, Slowstart and End- System Congestion Indication. Anmong our
concl usi ons, we address the issues of transport entities that do not
cooperate with gateway congestion control. As an appendi x, because
of the potential interactions with gateway congestion policies, we
report on a schenme to help in controlling the perfornmance of |nternet
gat eways to connection-oriented subnets (in particular, X 25).

Resources in the current Internet are not charged to users of them
Congesti on avoi dance techni ques cannot be expected to hel p when users
i ncrease beyond the capacity of the underlying facilities. There are
two possible solutions for this, increase the facilities and
avai | abl e bandwi dth, or forcibly reduce the denmand. When congestion
is persistent despite inplemented congestion control mechani smns,

adm ni strative responses are needed. These are naturally not within
the scope of this paper. Al so outside the scope of this paper are
routing techniques that may be used to rel ocate denand away from
congested individual resources (e.g., path-splitting and | oad-

bal anci ng) .
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2.

2.

Per f or mance Goal s

To be able to di scuss design and use of various nechanisns for

i mprovi ng I nternetwork performance, we need to have cl ear performance
goals for the operation of gateways and sets of end-systens.

I nternet experience shows that congestion control should be based on
adaptive principles; this requires efficient conputation of netrics
by al gorithnms for congestion control. The first issue is that of the
interval over which these netrics are estinmated and/or neasured.

1 Interval for Measurenent/Estimati on of Performance Metrics

Net wor k performance netrics may be distorted if they are conputed
over intervals that are too short or too long relative to the dynamc
characteristics of the network. For instance, within a smal

interval, two FTP users with equal paths may appear to have sharply
di fferent denmands, as an effect of brief, transient fluctuations in
their respective processing. An overly long averaging interva
results in distortions because of the changi ng nunber of users
sharing the resource nmeasured during the tine. It is sinlarly

i mportant for congestion control mechani snms exerted at end systens to
find an appropriate interval for control

The first approach to the nmonitoring, or averaging, interval for
congestion control is one based on round-trip tines. The rationale
for it is as follows: control mechanisns nmust adapt to changes in

I nternet congestion as quickly as possible. Even on an uncongested
pat h, changed conditions will not be detected by the sender faster
than a round-trip time. The effect of a sending end-systenis contro
will also not be seen in less than a round-trip tine in the entire
path as well as at the end systens. For the control nechanismto be
adaptive, new information on the path is needed before making a

nodi fication to the control exerted. The statistics and metrics used
in congestion control rnust be able to provide information to the
control mechanismso that it can nake an inforned decision

Transient information which may be obsol ete before a change is made
by the end-system should be avoided. This inplies the
nmonitoring/estimating interval is one lasting one or nore round
trips. The requirenents described here give bounds on

How short an interval: not small enough that obsol ete information
is used for control

How |l ong: not nore than the period at which the end-system nakes
changes.

But, fromthe point of view of the gateway congestion control policy,
what is a round-trip time? |If all the users of a given gateway have
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the sane path through the Internet, they also have the sanme round-
trip time through the gateway. But this is rarely the case.

A meani ngful interval must be found for users with both short and
| ong paths. Two approaches have been suggested for estimating this
dynam cal |l y, queue regeneration cycle and frequency anal ysis.

Use of the queue regeneration cycle has been described as part of the
Congestion Indication policy. The time period used for averaging
here begi ns when a resource goes fromthe idle to busy state. The
basic interval for averaging is a "regeneration cycle" which is in
the formof busy and idle intervals. Because an average based on a
singl e previous regeneration may becone old i nformation, the
recomendation in [JRC87] is to average over the sumof two
intervals, that is, the previous (busy and idle) period, and the tine
since the beginning of the current busy period.

If the gateway users are w ndow based transport entities, it is
possi ble to see how the regeneration interval responds to their
round-trip tines. |If a user with a long round-trip tinme has the
donmi nant traffic, the queue |l ength may be zero only when that user is
awai ti ng acknow edgenents. Then the users with short paths wll
recei ve gateway congestion information that is averaged over severa
of their round-trip tines. |If the short path traffic dom nates the
activity in the gateway, i.e., the connections with shorter round-
trip times are the dom nant users of the gateway resources, then the
regeneration interval is shorter and the information comrunicated to
them can be nore tinely. In this case, users with | onger paths
receive, in one of their round-trip times, multiple sanples of the
dom nant traffic; the end system averaging is based on individua
user’s intervals, so that these multiple sanples are integrated
appropriately for these connections with | onger paths.

The use of frequency anal ysis has been described by [Jac89]. In this
approach, the gateway congestion control is done at intervals based
on spectral analysis of the traffic arrivals. It is possible for

users to have round-trip tinmes close to each other, but be out of
phase from each other. A spectral analysis algorithmdetects this.

O herwise, if multiple round-trip times are significant, nmultiple
intervals will be identified. Either one of these will be

predom nant, or several will be conparable. An as yet difficult
problem for the design of algorithns acconplishing this technique is
the likelihood of "locking" to the frequency of periodic traffic of
low intensity, such as routing updates.
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2.2 Power and its Relationship to the Qperating Point

Performance goal s for a congestion control/avoi dance strategy enbody
a conflict in that they call for as high a throughput as possible,
with as little delay as possible. A neasure that is often used to
reflect the tradeoff between these goals is power, the ratio of
throughput to delay. We would like to naxinze the val ue of power
for a given resource. |In the standard expression for power,

Power = (Throughput ~al pha)/ Del ay

the exponent al pha is chosen for throughput, based on the relative
enphasi s placed on throughput versus delay: if throughput is nore

i mportant, then a value of A al pha greater than one is chosen. |If

t hroughput and delay are equally inportant (e.g., both bulk transfer
traffic and interactive traffic are equally inportant), then al pha
equal to one is chosen. The operating point where power is naximzed
is the "knee" in the throughput and delay curves. It is desirable
that the operating point of the resource be driven towards the knee,
where power is maximzed. A useful property of power is that it is
decreasi ng whether the resource is under- or over-utilized relative
to the knee.

In an internetwork conprising nodes and |inks of diverse speeds and
utilization, bottlenecks or concentrations of demand may form Any
particul ar user can see a single bottleneck, which is the slowest or
busi est link or gateway in the path (or possibly identical "bal anced"
bottl enecks). The throughput that the path can sustain is limted by
the bottl eneck. The delay for packets through a particular path is
determ ned by the service tinmes and queuei ng at each individual hop
The queueing delay is dom nated by the queueing at the bottl eneck
resource(s). The contribution to the delay over other hops is
primarily the service time, although the propagation delay over
certain hops, such as a satellite link, can be significant. W would
like to operate all shared resources at their knee and maxi m ze the
power of every user’s bottl eneck

The above goal underscores the significance of gateway congestion
control. If techniques can be found to operate gateways at their
resource knee, it can inprove Internet performance broadly.

2.3 Fairness

We woul d |ike gateways to allocate resources fairly to users. A
concept of fairness is only relevant when multiple users share a
gateway and their total demand is greater than its capacity. |If
demands were equal, a fair allocation of the resource would be to
provi de an equal share to each user. But even over short intervals,
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denands are not equal. Ildentifying the fair share of the resource
for the user beconmes hard. Having identified it, it is desirable to
allocate at least this fair share to each user. However, not al
users may take advantage of this allocation. The unused capacity can
be given to other users. The resulting final allocation is terned a
maximal ly fair allocation. [RJC87] gives a quantitative nethod for
conparing the allocation by a given policy to the maxinally fair

al | ocati on.

It is known that the Internet environnent has heterogeneous transport
entities, which do not foll ow the sane congestion control policies
(our definition of cooperating transports). Then, the controls given
by a gateway nay not affect all users and the congestion contro
policy may have unequal effects. |s "fairness" obtainable in such a
het er ogeneous community? In Fair Queueing, transport entities with
di ffering congestion control policies can be insulated from each

ot her and each given a set share of gateway bandw dth.

It is inmportant to realize that since Internet gateways cannot refuse
new users, fairness in gateway congestion control can lead to al
users receiving small (sub-divided) ampunts of the gateway resources
i nadequate to nmeet their perfornmance requirenents. None of the
policies described in this paper currently addresses this. Then
there may be policy reasons for unequal allocation of the gateway
resources. This has been addressed by Bit-Round Fair Queueing.

2.4 Network Managemnent

Net wor k performance goal s may be assessed by measurenents in either
the end-systemor gateway frane of reference. Perfornmance goals are
often resource-centered and the nmeasurenent of the gl obal perfornmance
of "the network," is not only difficult to neasure but is also
difficult to define. Resource-centered metrics are nore easily
obt ai ned, and do not require synchronization. That resource-centered
metrics are appropriate ones for use in optimzation of power is
shown by [Jaf81].

It would be valuable for the goal of devel oping effective gateway
congestion handling if Managenent |nfornmation Base (M B) objects
useful for evaluating gateway congesti on were devel oped. The
reflections on the control interval described above should be applied
when networ k managenent applications are designed for this purpose.
In particular, obtaining an instantaneous queue |ength fromthe
nmanaged gateway i s not neani ngful for the purposes of congestion
managemnent .
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3. Gateway Congestion Control Policies

There have been proposed a handful of approaches to dealing with
congestion in the gateway. Some of these are Source Quench, Random
Drop, Congestion Indication, Selective Feedback Congestion

I ndication, Fair Queueing, and Bit-Round Fair Queueing. They differ
i n whether they use a control nessage, and i ndeed, whether they view
control of the end-systenms as necessary, but none of themin itself

| owers the denmand of users and consequent |oad on the network. End-
system policies that reduce demand in conjunction with gateway
congestion control are described in Section 4.

3.1 Source Quench

The net hod of gateway congestion control currently used in the
Internet is the Source Quench message of the RFC- 792 [ Pos8la]
Internet Control Message Protocol (1CWP). Wen a gateway responds to
congestion by dropping datagrans, it may send an | CMP Source Quench
nessage to the source of the dropped datagram This is a congestion
recovery policy.

The Gateway Requirenents RFC, RFC-1009 [ GRE@B7], specifies that

gat eways shoul d only send Source Quench nmessages with a limted
frequency, to conserve CPU resources during the tine of heavy | oad.
We note that operating the gateway for |ong periods under such | oaded
conditions should be averted by a gateway congestion control policy.
A revised Gateway Requirements RFC is being prepared by the | ETF.

Anot her significant drawback of the Source Quench policy is that its
details are discretionary, or, alternatively, that the policy is
really a famly of varied policies. Major |Internet gateway

manuf acturers have inplenmented a variety of source quench

frequencies. It is inpossible for the end-system user on receiving a
Source Quench to be certain of the circunstances in which it was
i ssued. This makes the needed end-systemresponse problematic: is

the Source Quench an indication of heavy congestion, approaching
congestion, a burst causing nassive overload, or a burst slightly
exceedi ng reasonabl e | oad?

To the extent that gateways drop the |last arrived datagram on

over| oad, Source Quench nessages may be distributed unfairly. This

i s because the position at the end of the queue may be unfairly often
occupi ed by the packets of |ow denmand, intermttent users, since
these do not send regul ar bursts of packets that can preenpt nost of
the queue space.

[ Fin89] devel oped al gorithns for when to i ssue Source Quench and for
responding to it with a rate-reduction in the IP layer on the sending
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host. The systemcontrols end-to-end perfornance of connections in a
manner simlar to the congestion avoi dance portion of Slowstart TCP
[ Jac88].

3.2 Random Drop

Random Drop is a gateway congestion control policy intended to give
feedback to users whose traffic congests the gateway by dropping
packets on a statistical basis. The key to this policy is the

hypot hesi s that a packet randomy selected fromall incomng traffic
will belong to a particular user with a probability proportional to
the average rate of transm ssion of that user. Dropping a randony
sel ected packet results in users which generate nuch traffic having
a greater nunber of packets dropped conpared with those generating
little traffic. The selection of packets to be dropped is conpletely
uniform Therefore, a user who generates traffic of an anount bel ow
the "fair share" (as defined in Section 2.3) nmay al so experience a
smal | anmpount of packet |oss at a congested gateway. This character of
uniformty is in fact a primary goal that Random Drop attenpts to
achi eve.

The other primary goal that Random Drop attenpts to achieve is a
theoretical overhead which is scaled to the nunmber of shared
resources in the gateway rather than the nunber of its users. If a
gat eway congestion algorithm has nore conputation the nore users
there are, this can lead to processing demands that are hi gher as
congestion increases. Also the | ow overhead goal of Random Drop
addresses concerns about the scale of gateway processing that will be
required in the md-termlinternet as gateways with fast processors
and |inks are shared by very large active sets of users.

3.2.1 For Congestion Recovery

Random Dr op has been proposed as an i nprovenent to packet dropping at
the operating point where the gateway’'s packet buffers overfl ow.

This is using Random Drop strictly as a congestion recovery
mechani sm

I n Random Drop congestion recovery, instead of dropping the |ast
packet to arrive at the queue, a packet is selected randomy fromthe
gueue. Measurenents of an inplenmentation of Random Drop Congestion
Recovery [ Man90] showed that a user with a | ow denmand, due to a

| onger round-trip tinme path than other users of the gateway, had a

hi gher drop rate with RDCR than wi thout. The throughput accorded to
users with the same round-trip time paths was nearly equal with RDCR
as compared to without it. These results suggest that RDCR shoul d be
avoided unless it is used within a scheme that groups traffic nore or
| ess by round-trip tine.

Per f or mance and Congestion Control Working G oup [ Page 10]



RFC 1254 Gat eway Congestion Control Survey August 1991

3.2.2 For Congestion Avoi dance

Random Drop is al so proposed as a congesti on avoi dance policy
[Jac89]. The intent is to initiate dropping packets when the gateway
is anticipated to beconme congested and remain so unless there is sone
control exercised. This inplies selection of inconm ng packets to
be randomy dropped at a rate derived fromidentifying the |evel of
congestion at the gateway. The rate is the nunber of arrivals

al | owed between drops. It depends on the current operating point and
the prediction of congestion.

A part of the policy is to deternm ne that congestion will soon occur
and that the gateway is beginning to operate beyond the knee of the
power curve. Wth a suitably chosen interval (Section 2.1), the
nunber of packets from each individual user in a sanple over that
interval is proportional to each user’s demand on the gateway. Then,
droppi ng one or nore random packets indicates to sone user(s) the
need to reduce the | evel of demand that is driving the gateway beyond
the desired operating point. This is the goal that a policy of
Random Drop for congestion avoi dance attenpts to achi eve.

There are several paraneters to be determ ned for a Random Drop
congestion avoi dance policy. The first is an interval, in terns of
nunber of packet arrivals, over which packets are dropped wth

uni formprobability. For instance, in a sanple inplenentation, if
this interval spanned 2000 packet arrivals, and a suitable
probability of drop was 0.001, then two random vari abl es woul d be
drawn in a uniformdistribution in the range of 1 to 2,000. The

val ues drawn woul d be used by counting to select the packets dropped
at arrival. The second paraneter is the value for the probability of
drop. This paraneter would be a function of an estimate of the
nunber of users, their appropriate control intervals, and possibly
the length of tine that congestion has persisted. [Jac89] has
suggest ed successively increasing the probability of drop when
congestion persists over nultiple control intervals. The notivation
for increasing the packet drop probability is that the inplicit
estimate of the nunmber of users and random sel ection of their packets
to drop does not guarantee that all users have received enough
signals to decrease denand. |Increasing the probability of drop

i ncreases the probability that enough feedback is provided.
Congestion detection is al so needed in Random Drop congestion

avoi dance, and could be inplenented in a variety of ways. The
sinplest is a static threshold, but dynam cally averaged neasures of
demand or utilization are suggested.

The packets dropped i n Random Drop congestion avoi dance woul d not be

fromthe initial inputs to the gateway. W suggest that they would
be selected only from packets destined for the resource which is
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predicted to be approachi ng congestion. For exanple, in the case of
a gateway with nultiple outbound |inks, access to each individua

link is treated as a separate resource, the Random Drop policy is
applied at each link independently. Random Drop congesti on avoi dance
woul d provide uniformtreatnment of all cooperating transport users,
even over individual patterns of traffic nultiplexed within one
user’'s stream There is no aggregation of users.

Si mul ati on studies [zZha89], [Has90] have presented evidence that
Random Drop is not fair across cooperating and non-cooperating
transport users. A transport user whose sending policies included
Go- Back-N retransmi ssions and did not include Slowstart received an
excessi ve share of bandwidth froma sinple inplenentation of Random
Drop. The sinultaneously active Slowstart users received unfairly
| ow shares. Considering this, it can be seen that when users do not
respond to control, over a prol onged period, the Random Drop
congestion avoi dance mechani sm woul d have an increased probability of
penal i zing users with | ower demand. Their packets dropped, these
users exert the controls leading to their giving up bandw dt h.

Anot her problem can be seen to arise in Random Drop [ She89] across
users whose comunication paths are of different lengths. |If the
pat h spans congested resources at nultiple gateways, then the user’s
probability of receiving an unfair drop and subsequent control (if
cooperating) is exponentially increased. This is a significant
scal i ng probl em

Unequal paths cause problens for other congestion avoi dance poli cies

as well. Selective Feedback Congestion Indication was devised to
enhance Congestion Indication specifically because of the problem of
unequal paths. In Fair Queueing by source-destination pairs, each

path gets its own queue in all the gateways.
3.3 Congestion Indication

The Congestion Indication policy is often referred to as the DEC Bit
policy. It was devel oped at DEC [JRC87], originally for the Digita
Network Architecture (DNA). It has al so been specified for the
congestion avoi dance of the |1SO protocols TP4 and CLNP [ NI ST88] .

Li ke Source Quench, it uses explicit conmunications fromthe
congested gateway to the user. However, to use the | owest possible
network resources for indicating congestion, the information is
conmuni cated in a single bit, the Congestion Experienced Bit, set in
the network header of the packets already being forwarded by a
gateway. Based on the condition of this bit, the end-system user
makes an adjustnent to the sending window. In the NSP transport

prot ocol of DECNET, the source nakes an adjustment to its w ndow, in
the 1SO transport protocol, TP4, the destination makes this
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adjustrment in the window offered to the sender

This policy attenpts to avoid congestion by setting the bit whenever
the average queue | ength over the previ ous queue regeneration cycle
plus part of the current cycle is one or nore. The feedback is

det erm ned i ndependently at each resource.

3.4 Selective Feedback Congestion Indication

The sinple Congestion Indication policy works based upon the tota
demand on the gateway. The total nunmber of users or the fact that
only a few of the users m ght be causing congestion is not

consi dered. For fairness, only those users who are sending nore than
their fair share should be asked to reduce their |oad, while others
could attenpt to increase where possible. In Selective Feedback
Congestion I ndication, the Congestion Experienced Bit is used to
carry out this goal

Sel ective Feedback works by keeping a count of the number of packets
sent by different users since the beginning of the queue averagi ng
interval. This is equivalent to nonitoring their throughputs. Based
on the total throughput, a fair share for each user is determ ned and
the congestion bit is set, when congestion approaches, for the users

whose denmand is higher than their fair share. |If the gateway is
operating bel ow the throughput-del ay knee, congestion indications are
not set.

A min-max algorithmused to determne the fair share of capacity and
other details of this policy are described in [RIC87]. One paraneter
to be conputed is the capacity of each resource to be divided anbng
the users. This netric depends on the distribution of inter-arriva
times and packet sizes of the users. Attenpting to determ ne these
inreal tine in the gateway i s unacceptable. The capacity is instead
estimated fromon the throughput seen when the gateway is operating
in congestion, as indicated by the average queue length. 1In
congestion (above the knee), the service rate of the gateway limts
its throughput. Miltiplying the throughput obtained at this
operating point by a capacity factor (between 0.5 and 0.9) to adjust
for the distributions yields an acceptable capacity estimate in

si mul ati ons.

Sel ective Feedback Congestion Indication takes as input a vector of
the nunber of packets sent by each source-destination pair of end-
systenms. Qher alternatives include 1) destination address, 2)

i nput/output link, and 3) transport connection (source/destination
addresses and ports).

These alternatives give different granularities for fairness. 1In the
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case where paths are the sane or round-trip tines of users are close
together, throughputs are equalized sinmlarly by basing the selective
f eedback on source or destination address. |In fact, if the RTTs are
cl ose enough, the sinple congestion indication policy would result in
a fair allocation. Counts based on source/destination pairs ensure
that paths with different |engths and network conditions get a fair
throughput at the individual gateways. Counting packets based on
link pairs has a | ow overhead, but may result in unfairness to users
whose demand is below the fair share and are using a | ong path.
Counts based on transport |ayer connection identifiers, if this

i nformati on was avail able to Internet gateways, would make good

di stinctions, since the differences of demand of different
applications and instances of applications would be separately
noni t or ed

Problems with Sel ecti ve Feedback Congestion Indication include that
the gateway has significant processing to do. Wth the feasible
choi ce of aggregation at the gateway, unfairness across users within
the group is likely. For exanple, an interactive connection

aggregated with one or nore bulk transfer connections will receive
congestion indications though its own use of the gateway resources is
very | ow.

3.5 Fair Queueing

Fair Queueing is the policy of naintaining separate gateway output
gqueues for individual end-systenms by source-destination pair. |In the
policy as proposed by [Nag85], the gateway’'s processing and |ink
resources are distributed to the end-systens on a round-robin basis.
On congestion, packets are dropped fromthe | ongest queue. This
policy leads to equal allocations of resources to each source-
destination pair. A source-destination pair that demands nore than a
fair share sinply increases its own queuei ng del ay and congestion

dr ops.

3.5.1 Bit-Round Fair Queueing

An enhancenent of Nagle Fair Queueing, the Bit-Round Fair Queuing

al gorithm descri bed and simul ated by [ DKS89] addresses severa
shortcom ngs of Nagle s scheme. It conputes the order of service to
packets using their lengths, with a technique that enulates a bit-
by-bit round-robin discipline, so that |ong packets do not get an
advant age over short ones. Qherw se the round-robin would be
unfair, for exanple, giving nore bandwidth to hosts whose traffic is
mai nly | ong packets than to hosts sourcing short packets.

The aggregati on of users of a source-destination pair by Fair
Queuei ng has the property of grouping the users whose round-trips are
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simlar. This nmay be one reason that the conbination of Bit-Round
Fair Queueing with Congestion Indication had particularly good
si mul at ed performance in [ DKS89].

The aggregation of users has the expected drawbacks, as well. A
TELNET user in a queue with an FTP user does not get delay benefits;
and host pairs with high volunme of connections get treated the sane
as a host pair with small nunber of connections and as a result gets
unfair services.

A probl em can be mentioned about Fair Queueing, though it is related
to inplenentation, and perhaps not properly part of a policy

di scussion. This is a concern that the resources (processing) used
for determ ning where to queue incom ng packets woul d thensel ves be
subj ect to congestion, but not to the benefits of the Fair Queuing
discipline. 1In a situation where the gateway processor was not
adequate to the demands on it, the gateway woul d need an alternative
policy for congestion control of the queue awaiting processing.

Cl ever inplenentation can probably find an efficient way to route
packets to the queues they belong in before other input processing is
done, so that processing resources can be controlled, too. There is
in addition, the concern that bit-by-bit round FQ requires non-FCFS
gueuei ng even within the same source destination pairs to allow for
fairness to different connections between these end systens.

Anot her potential concern about Fair Queueing is whether it can scale
up to gateways with very | arge source-destination popul ations. For
exanpl e, the state in a Fair Queueing inplenentation scales with the
nunber of active end-to-end paths, which will be high in backbone

gat eways.

3.5.2 Stochastic Fairness Queuing

St ochasti c Fai rness Queueing (SFQ has been suggested as a technique
[ MK90] to address the inplenentation issues relating to Fair
Queueing. The first overhead that is reduced is that of |ooking up
the source-destination address pair in an incon ng packet and

det erm ni ng whi ch queue that packet will have to be placed in. SFQ
does not require as nmany nenory accesses as Fair Queueing to place
the packet in the appropriate queue. SFQis thus clainmed to be nore
amenabl e to i mpl enentation for high-speed networks [ McK90].

SFQ uses a sinple hash function to map fromthe source-destination
address pair to a fixed set of queues. Since the assignnent of an
address pair to a queue is probabilistic, there is the likelihood of
mul tiple address pairs colliding and mapping to the sane queue. This
woul d potentially degrade the additional fairness that is gained with
Fai rness Queueing. |If two or nore address pairs collide, they would
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continue to do so. To deal with the situation when such a collision
occurs, SFQ periodically perturbs the hash function so that these
address pairs will be unlikely to collide subsequently.

The price paid for achieving this inplenmentation efficiency is that
SFQ requires a potentially |arge nunber of queues (we nust note
however, that these queues nmay be organi zed orthogonally fromthe
buffers in which packets are stored. The buffers thensel ves nay be
drawn froma conmon pool, and buffers in each queue organi zed as a
linked list pointed to fromeach queue header). For exanple, [MK90]
i ndicates that to get good, consistent performance, we may need to
have up to 5 to 10 times the nunber of active source-destination
pairs. In a typical gateway, this nay require around 1000 to 2000
gueues.

[ MK9O] reports sinulation results with SFQ The particul ar hash
function that is studied is using the HDLC s cyclic redundancy check
(CRC). The hash function is perturbed by nultiplying each byte by a
sequence nunber in the range 1 to 255 before applying the CRC. The
netric considered is the standard devi ati on of the nunmber of packets
out put per source-destination pair. A perfectly fair policy would
have a standard devi ation of zero and an unfair policy would have a
| arge standard deviation. |In the exanmple studied (which has up to 20
source-destination (s-d) pairs going through a single overl oaded
gateway), SFQ with 1280 queues (i.e., 64 tines the nunber of source-
destination pairs), approaches about 3 tines the standard deviation
of Fairness Queueing. This nust be conpared to a FCFS queuei ng

di sci pline having a standard deviation which is alnmost 175 tines the
standard devi ati on of Fairness Queuei ng.

It is conjectured in [ McK90] that a good value for the interval in
bet ween perturbations of the hash function appears to be in the area
bet ween twi ce the queue flush time of the stochastic fairness queue
and one-tenth the average conversation tine between a source-
destination pair

SFQ al so may al l eviate the anticipated scaling problens that nmay be
an issue with Fair Queueing by not strictly requiring the nunber of
gueues equal to the possible source-destination pairs that may be
presenting a | oad on a particul ar gateway. However, SFQ achieves this
property by trading off sone of the fairness for inplenmentation

ef ficiency.

[ MLK90] examines alternative strategies for inplenentation of Fair
Queuei ng and SFQ and estinmates their conplexity on common hardware
platfornms (e.g., a Mdtorola 68020). It is suggested that mapping an
| P address pair may require around 24 instructions per packet for
Fair Queueing in the best case; in contrast SFQ requires 10
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instructions in the worst case. The primary source of this gainis
that SFQ avoi ds a conparison of the s-d address pair on the packet to
the identity of the queue header. The relative benefit of SFQ over
Fair Queueing is anticipated to be greater when the addresses are

| onger.

SFQ offers promi sing i nplenenatation benefits. However, the price to
be paid in ternms of having a significantly |arger nunber of queues
(and the consequent data structures and their nanagenent) than the
nunber of s-d pairs placing a load on the gateway is a concern. SFQ
is also attractive in that it may be used in concert with the DEC bit
schenme for Sel ective Feedback Congestion Indication to provide
fairness as well as congestion avoi dance.

4. END- SYSTEM CONGESTI ON CONTROL PQOLI C ES

Ideally in gateway congestion control, the end-systemtransport
entities adjust (decrease) their demand in response to contro
exerted by the gateway. Schenes have been put in practice for
transport entities to adjust their denmand dynamically in response to
congestion feedback. To acconplish this, in general, they call for
the user to gradually increase demand until information is received
that the | oad on the gateway is too high. 1In response to this

i nformati on, the user decreases |oad, then begins an exploratory

i ncreases again. This cycle is repeated continuously, with the goa
that the total demand will oscillate around the optinal |evel.

We have already noted that a Slow start connection may give up
consi der abl e bandwi dt h when sharing a gateway wi th aggressive
transport entities. There is currently no way to enforce that end-
systens use a congestion avoi dance policy, though the Host

Requi renents RFC [ HR89] has defined Slowstart as mandatory for TCP
This adverse effect on Slowstart connections is mitigated by the
Fair Queueing policy. Qur conclusions discuss further the

coexi stence of different end-system strategies.

This section briefly presents two fielded transport congestion
control and avoi dance schenes, Slowstart and End- System Congesti on

I ndication, and the responses by means of which they cooperate with
gateway policies. They both use the control paradi gm described
above. Slowstart, as nentioned in Section 1, was devel oped by
[Jac88], and widely fielded in the BSD TCP i npl enentation. End-
system Congestion | ndication was devel oped by [JRC87]. It is fielded
in DECs Digital Network Architecture, and has been specified as well
for 1SO TP4 [ NI ST88].

Both Sl ow start and End-system Congestion Indication viewthe
rel ati onshi p between users and gateways as a control system They
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have feedback and control conponents, the latter further broken down
into a procedure bringing a new connection to equilibrium and a
procedure to nmaintain demand at the proper level. They make use of
policies for increasing and decreasing the transport sender’s w ndow
size. These require the sender to follow a set of self-restraining
rul es which dynam cally adjust the send w ndow whenever congestion is
sensed.

A predecessor of these, CUTE, devel oped by [Jai 86], introduced the
use of retransm ssion timeouts as congestion feedback. The Sl ow
start scheme was al so designed to use tineouts in the sane way. The
End- System policies for Congestion Indication use the Congestion
Experienced Bit delivered in the network header as the primary

f eedback, but retransm ssion tinmeouts also provoke an end-system
congestion response.

In reliable transport protocols |ike TCP and TP4, the retransni ssion
timer nust do its best to satisfy two conflicting goals. On one hand,
the timer nust rapidly detect |ost packets. And, on the other hand,
the timer must nmininmize false alarms. Since the retransmt timer is
used as a congestion signal in these end-systempolicies, it is al
the nmore inmportant that tinmeouts reliably correspond to packet drops.
One inmportant rule for retransmssion is to avoid bad sanpling in the
neasurenents that will be used in estimating the round-trip del ay.

[ KP87] describes techniques to ensure accurate sanpling. The Host
Requi rements RFC [ HR89] nmkes these techni ques nandatory for TCP

The utilization of a resource can be defined as the ratio of its
average arrival rate to its nean service rate. This metric varies
between 0 and 1.0. In a state of congestion, one or nobre resources
(l'ink, gateway buffer, gateway CPU) has a utilization approaching
1.0. The average delay (round trip tinme) and its vari ance approach
infinity. Therefore, as the utilization of a network increases, it
becomes increasingly inportant to take into account the variance of
the round trip time in estimating it for the retransm ssion tinmeout.

The TCP retransmission timer is based on an estimate of the round
trip time. [Jac88] calls the round trip tinme estinmator the single
nost inmportant feature of any protocol inplenentation that expects to
survive a heavy load. The retransmt timeout procedure in RFC 793

[ Pos81b] includes a fixed paraneter, beta, to account for the
variance in the delay. An estimate of round trip time using the
suggested values for beta is valid for a network which is at nost 30%
utilized. Thus, the RFC-793 retransm ssion tinmeout estinmator wll
fail under heavy congestion, causing unnecessary retransm ssions that
add to the | oad, and meki ng congestive | oss detection imnpossible.

Slowstart TCP uses the nmean deviation as an estimate of the vari ance
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to inprove the estimate. As a rough view of what happens with the

Sl owstart retransm ssion cal cul ati on, del ays can change by

approxi mately two standard devi ations without the timer going off in
a false alarm The same nethod of estimation nay be applicable to
TP4. The procedure is:

Error = Measured - Estimated

Estimated = Estimated + Gain_1 * Error

Deviation = Deviation + Gain_2 * (|Error| - Deviation)
Ti meout = Estimated + 2 * Deviation

Where: Gin_1, Gain_2 are gain factors.
4.1 Response to No Policy in Gateway

Si nce packets must be dropped during congestion because of the finite
buf fer space, feedback of congestion to the users exists even when
there is no gateway congestion policy. Dropping the packets is an
attenpt to recover from congestion, though it needs to be noted that
congestion collapse is not prevented by packet drops if end-systens
accelerate their sending rate in these conditions. The accurate
detection of congestive loss by all retransmssion timers in the
end-systens is extrenely inmportant for gateway congestion recovery.

4.2 Response to Source Quench

G ven that a Source Quench nmessage has anbi guous neani ng, but usually
is issued for congestion recovery, the response of Slowstart to a
Source Quench is to return to the beginning of the cycle of increase.
This is an early response, since the Source Quench on overflow will
also lead to a retransmission timeout |ater.

4.3 Response to Random Drop

The end-system s view of RandomDrop is the same as its view of |oss
caused by overflow at the gateway. This is a drawback of the use of
packet drops as congestion feedback for congestion avoi dance: the
decrease policy on congestion feedback cannot be nade nore drastic
for overflows than for the drops the gateway does for congestion
avoi dance. Slowstart responds rapidly to gateway feedback. 1In a
case where the users are cooperating (all Slowstart), a desired

out come woul d be that this responsiveness would |l ead quickly to a
decreased probability of drop. There would be, as an ideal, a self-
adj usting overall amount of control
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4.4 Response to Congestion |ndication

Since the Congestion Indication mechanismattenpts to keep gateways
uncongest ed, cooperating end-system congestion control policies need
not reduce demand as much as with other gateway policies. The

di fference between the Slowstart response to packet drops and the
End- Syst em Congestion | ndication response to Congestion Experienced
Bits is primarily in the decrease policy. Slowstart decreases the
wi ndow to one packet on a retransm ssion tinmeout. End-System
Congestion I ndication decreases the wi ndow by a fraction (for
instance, to 7/8 of the original value), when the Congestion
Experienced Bit is set in half of the packets in a sanple spanning
two round-trip tinmes (two wi ndows full).

4.5 Response to Fair Queuing

A Fair Queueing policy may issue control indications, as in the

simul ated Bit-Round Fair Queueing with DEC Bit, or it may depend only
on the passive effects of the queueing. Wen the passive control is
the main effect (perhaps because nost users are not responsive to

control indications), the behavior of retransmission timers will be
very inportant. |If retransmitting users send nore packets in
response to increases in their delay and drops, Fair Queueing will be

prone to degraded performance, though coll apse (zero throughput for
all users) may be prevented for a | onger period of tine.

5. Concl usi ons

The inpact of users with excessive demand is a driving force as
proposed gateway policies cone closer to inplenentation. Random Drop
and Congestion Indication can be fair only if the transport entities
sharing the gateway are all cooperative and reduce denand as needed.
Wthin some portions of the Internet, good behavior of end-systens
eventual |y may be enforced through administration. But for various
reasons, we can expect non-cooperating transports to be a persistent
popul ation in the Internet. Congestion avoi dance nechani sns will not
be depl oyed all at once, even if they are adopted as standards.

Wt hout enforcement, or even with penalties for excessive denand,
some end-systens will never inplenment congestion avoi dance

nmechani sns.

Since it is outside the context of any of the gateway policies, we

will nmention here a suggestion for a relatively small-scal e response
to users which inplenment especially aggressive policies. This has
been nade experimentally by [Jac89]. It would inplenent a | ow

priority queue, to which the mgjority of traffic is not routed. The
candi date traffic to be queued there would be identified by a cache
of recent recipients of whatever control indications the gateway
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policy makes. Remaining in the cache over multiple control intervals
is the criterion for being routed to the low priority queue. In
approachi ng or established congestion, the bandwi dth given to the

| owservice queue is decreased.

The goal of end-system cooperation itself has been questioned. As

[ She89] points out, it is difficult to define. A TCP inplenentation
that retransmits before it determines that has been | oss indicated
and in a Go-Back-N manner is clearly non-cooperating. On the other
hand, a transport entity with sel ecti ve acknow edgerment may denand
nore fromthe gateways than TCP, even while responding to congestion
in a cooperative way.

Fair Queueing nmaintains its control of allocations regardl ess of the
end- syst em congesti on avoi dance policies. [Nag85] and [DKS89] argue
that the extra del ays and congestion drops that result from

m sbehavi or could work to enforce good end-systempolicies. Are the
rewards and penalties |ess sharply defined when one or nore

m sbehavi ng systens cause the whol e gateway' s perfornance to be | ess?
Wiile the tax on all users inmposed by the "over-users" is much | ess
than in gateways with other policies, howcan it be nade sufficiently
| ow?

In the sections on Sel ective Feedback Congestion Indication and Bit-
Round Fair Queuei ng we have pointed out that nore needs to be done on
two particular fronts:

How can increased conputational overhead be avoi ded?

The al |l ocation of resources to source-destination pairs is, in
many scenarios, unfair to individual users. Bit-Round Fair
Queueing offers a potential adm nistrative renmedy, but even if it
is applied, how should the unequal all ocations be propagated
through nultipl e gateways?

The first question has been taken up by [ McK90].

Since Sel ective Feedback Congestion Indication (or Congestion

I ndication used with Fair Queueing) uses a network bit, its use in
the Internet requires protocol support; the transition of sone
portions of the Internet to OSI protocols may make such a change
attractive in the future. The interactions between heterogeneous
congestion control policies in the Internet will need to be explored.

The goal s of Random Drop Congestion Avoi dance are presented in this
survey, but wthout any claimthat the problens of this policy can be
sol ved. These goals thensel ves, of uniform dynam c treatnent of
users (streans/flows), of |ow overhead, and of good scaling
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characteristics in large and | oaded networks, are significant.
Appendi x:  Congestion and Connection-oriented Subnets

This section presents a recommendation for gateway inplenentation in
an areas that unavoidably interacts with gateway congestion control
the inpact of connection-oriented subnets, such as those based on

X. 25.

The need to manage a connection oriented service (X.25) in order to
transport datagramtraffic (IP) can cause problens for gateway
congestion control. Being a pure datagram protocol, |P provides no
information delimting when a pair of IP entities need to establish a
sessi on between themsel ves. The sol ution involves conproni se anong
del ay, cost, and resources. Delay is introduced by cal

est abl i shnent when a new X 25 SVC (Switched Virtual Circuit) needs to

be established, and al so by queuei ng del ays for the physical |ine.
Cost includes any charges by the X 25 network service provider

Besi des the resources nost gateways have (CPU, nenory, links), a
maxi mum supported or permitted nunber of virtual circuits may be in
cont est .

SVCs are established on demand when an | P packet needs to be sent and
there is no SVC established or pending establishnment to the
destination IP entity. Optionally, when cost considerations, and
sufficient nunbers of unused virtual circuits allow, redundant SVCs
may be established between the sanme pair of IP entities. Redundant
SVCs can have the effect of inproving performance when coping wth

| arge end-to-end del ay, small maxi num packet sizes and small maxi num
packet windows. It is generally preferred though, to negotiate |arge
packet sizes and packet wi ndows on a single SVC. Redundant SVCs nust
especi ally be discouraged when virtual circuit resources are snal
conpared with the nunmber of destination IP entities anong the active
users of the gateway.

SVCs are closed after sone period of inactivity indicates that
conmuni cati on may have been suspended between the IP entities. This
timeout is significant in the operation of the interface. Setting
the value too Iow can result in closing of the SVC even though the
traffic has not stopped. This results in potentially |arge del ays
for the packets which reopen the SVC and may al so i ncur charges
associated with SVC calls. Also, clearing of SVCs is, by definition,
nongraceful. |If an SVC is closed before the | ast packets are

acknow edged, there is no guarantee of delivery. Packet |osses are
i ntroduced by this destructive cl ose i ndependent of gateway traffic
and congesti on.

When a new circuit is needed and all available circuits are currently
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in use, there is a tenptation to pick one to close (possibly using
some Least Recently Used criterion). But if connectivity demands are
| arger than available circuit resources, this strategy can lead to a
type of thrashing where circuits are constantly being cl osed and
reopened. In the worst case, a circuit is opened, a single packet
sent and the circuit closed (wi thout a guarantee of packet delivery).
To counteract this, each circuit should be allowed to renain open a
m ni mum anmount of tine.

One possible SVC strategy is to dynanmically change the tine a circuit
will be allowed to remain open based on the nunber of circuits in

use. Three administratively controlled variables are used, a m ni num
time, a maximumtine and an adaptation factor in seconds per

available circuit. In this scheme, a circuit is closed after it has
been idle for a tinme period equal to the mnimum plus the adaptation
factor times the nunber of available circuits, limted by the maxi num

time. By administratively adjusting these variables, one has
considerable flexibility in adjusting the SVC utilization to neet the
needs of a specific gateway.
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Security Considerations

Security issues are not discussed in this nmeno.
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