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1. Overview

Thi s docunent provides an overvi ew of the NSFNET Backbone routing
with specific enmphasis on the intra-backbone routing.

By the end of 1987, the American National Standardization Institute
(ANSI) forwarded a specification for an Internedi ate Systemto
Intermediate Systemrouting protocol to the Internationa

St andardi zati on Organi zations (1SO for the adaptation as an

i nternational standard. This ANSI |1S-1S protocol is used as the
interior gateway protocol (1GP) of the NSFNET backbone. Docunented
here is an inplenentation description which also includes further
definitions that were necessary for the integration into an |nternet
Protocol (IP) environnment. Therefore, it should be viewed as a
continuation of the specifications of the ANSI 1S-1S protocol [1] and
the 1SO standard End Systemto Internediate System (ES-1S) protoco
[2]. Wile the ANSI I1S-1S protocol suffices as an | GP, additiona

net hods are used to orchestrate routing between the backbone and the
attached m d-1evel networks; nost notably the Exterior Gateway
Protocol (EGP). Further information about the overall NSFNET routing
as well as some future aspects can be found in [3], [4], [5] and [6].

2. A brief overview of the NSFNET backbone

The NSFNET backbone is a wi de area network which currently connects
thirteen sites within the continental United States. All connections
are permanent point-to-point links at Tl speed (1.544Mips). These T1
links may contain nultiple logical links at sub-T1 and up to the ful
Tl speed. The result is a hybrid circuit/packet switching network
able to contain a connectivity-richer |ogical topology than the

Rekht er [ Page 1]



RFC 1074 NSFNET Backbone SPF based | GP Cct ober 1988

under | yi ng physical topology would allow by itself. Each site has a
Nodal Switching Subsystem (NSS) which is responsible for packet
switching. Each NSS is a RI SC technol ogy based nulti processor system
usi ng |1 BM RT/ PC processors which operate a nodi fied version of a
4.3BSD kernel. For the purpose of routing, each NSS is considered as
a single entity which has connections to both other NSS (via the

| ogi cal network infrastructure) and to regional networks (via |l oca
area network attachnents; typically an Ethernet).

The routing protocol which is used for the inter-NSS routing within
the NSFNET backbone is an adaptation of the ANSI IS-1S routing
protocol [1]. The routing protocol which is used between the
backbone and the attached nid-level networks is the Exterior Gateway
Protocol (EGP) [3]. The information exchange between the backbone
and its connected EGP peers is subject to policy based routing
restrictions which are naintained in the Policy Based Routing

Dat abase [ 4, 5].

3. An overview of the ANSI IS 1S routing docunent

The ANSI 1S-1S routing protocol specifies a two | evel hierarchica
routi ng where Level 1 routing deals with routing within an area,
while Level 2 routing deals with routing between different areas.

This routing protocol belongs to a class of so called "Link State"
protocol s where each node naintains a conpl ete topol ogy of the whole
network. The route conmputation is based on a nodified version of
Dijkstra’s Shortest Path First (SPF) algorithm

Both Level 1 and Level 2 routing use two types of Protocol Data Units

(PDVY) :

The Level 1 Router Link PDU lists IS neighbors. The Level 1 End
System PDU | i sts ES nei ghbors.

The Level 2 Router Link PDU |lists neighbor Level 2 routes. The
Level 2 End System PDU |ists address prefixes for systens in
ot her Routi ng Domai ns.

The ANSI 1S-1S docunent separates subnetwork independent functions
fromthe subnetwork dependent functions. Subnetwork independent
functions include dissem nation of Router Link and End System Link
PDU s and the Routing Algorithm The subnetwork dependent functions
cover different types of subnets such as X 25, permanent point-to-
poi nt |inks and LANSs.

The 1S-1S Protocol is designed to interoperate with the End Systemto
Internediate System (ES-1S) routing exchange protocol [2]. The ES-1S
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protocol is used to determ ne connectivity and network | ayer
addresses. This information is used to construct the Router Link
PDUs.

4. How the ANSI 1S 1S protocol is adapted for the NSFNET backbone
routing

The NSFNET backbone inplenments a subset of the ANSI |S-1S protocol
Wth respect to subnetwork independent functions, it only supports
Level 2 routing. Wth respect to subnetwork dependent functions, it
only supports general topol ogy subnetworks wi th pernanent point-to-
point links. Since the ANSI IS-1S protocol is designed for 1SO

Net wor k Servi ce Access Point (NSAP) addresses, there is a need to
encapsul ate | P addresses into NSAP addresses.

For this, the Initial Domain Part (I1DP) is unused. The Domain
Specific Part (DSP) includes nine bytes which are partitioned as

fol | ows:
2 bytes - adm nistrative domain
2 bytes - enpty
4 bytes - | P address

1 byte - empty

In the ANSI 1S-1S protocol, each router has its own identifier (1D
which is 6 bytes long. For the NSFNET i npl enentation, the first 2
bytes of the ID are enpty and the last four bytes include the IP
address of a particular router.

The NSFNET backbone PDUs (both IS-1S and | S-ES) are transnmitted as a
protocol on top of IP, with "85" being the assigned protocol numnber
for this purpose. The IS IS PDUs are distinguished fromthe IS-ES
PDUs by the Protocol Discrimnator Field within the PDUs. The IP
fragnmentation/reassenbly nmechani sm provi des support for transnission
of up to 64 kilobytes in a single |IP packet. Wthin the backbone, it
is highly unlikely that the size of 1S 1S PDUs will exceed this
limt. Therefore, no IS-IS fragmentation/reassenbly is inplenmented
for this environnent. This is different fromthe |SO framework where
the 1SISis located directly on top of the Data Link Layer.

For the purpose of the NSFNET Backbone routing, each Autononous
System (AS) is treated as a separate Adnministrative Domain (AD). The
list of adm nistrative domains (as obtained via EGP and filtered
through the Policy Based Routing Database) which are connected
directly to a particular NSS is distributed in the set of the
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6.

partiti onAreaAddresses part of the Level 2 Router Links PDU. Each
area address is 5 bytes long and consists of 3 enpty bytes (1DP)
foll owed by 2 bytes of the Adm nistrative Domain

The reachability information obtained fromregional networks via EGP
is distributed within the backbone by End System PDUs. In order to
support multi-domain topologies, the ANSI |S-IS protocol allows for a
set of Address Prefixes to be entered by the System Managenent at the
boundary I'S. I n the NSFNET Backbone, these Address Prefixes are
obtained via the Exterior Gateway Protocol. For each network |isted
in EGP NR packets which is received froman EGP peer, the network and
adm ni strative domai n nunber of the EGP peer are encapsulated into
NSAP addresses (as descri bed above). A conplete NSAP address is used
as an address prefix in the reachabl e address prefix nei ghbor part of
the End System PDU. The cost field in the reachabl e address prefix
nei ghbor part of the End System PDU is derived fromthe Policy Based
Rout i ng Dat abase mai ntained in each NSS.

At each NSS, the reachability information obtained from other nodes
(via their End System PDU s) is passed on to the nid-1level network
EGP peers, followi ng the appropriate processing and filtering
according to the Policy Based Routing Database.

The Network Entity Title (NET) (which is used in the | S-ES protocol)
is eleven bytes long and is constructed by first encapsulating an IP
address into a NSAP address, then taking the first 11 bytes of this
address as a NET.
Current timer paraneters
The following tinmer paraneters are currently inplenented:

Hello Interval (I1S-ES Hello): 10 seconds

Hold Tinme (ES-1S protocol): 40 seconds

Q her tinmer paraneters for the 1S-1S protocol are taken from the
section 6.3.7 of [1].
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