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BOOTP Vendor | nfornmati on Extensions

Status of this Meno

This meno proposes an addition to the Bootstrap Protocol (BOOTP).
Conments and suggestions for inprovenents are sought. Distribution
of this meno is unlimted.

| nt roducti on

As wor kst ations and personal conputers proliferate on the Internet,
the administrative conplexity of maintaining a network is increased
by an order of magnitude. The assignnment of |ocal network resources
to each client represents one such difficulty. |In nmost environnents,
del egating such responsibility to the user is not plausible and,

i ndeed, the solution is to define the resources in uniformterns, and
to automate their assignnent.

The basi c Bootstrap Protocol [RFC-951] dealt with the issue of
assigning an internet address to a client, as well as a few ot her
resources. The protocol included provisions for vendor-defined
resource information.

This menmo defines a (potentially) vendor-independent interpretation
of this resource informtion.

Overvi ew of BOOTP

Wil e the Reverse Address Resol ution (RARP) Protocol [RFC-903] nay be
used to assign an I P address to a |ocal network hardware address, it
provides only part of the functionality needed. Though this protoco
can be used in conjunction with other supplenental protocols (the
Resource Location Protocol [RFC 887], the Domain Name System [ RFC
883]), a nore integrated solution may be desirable.

Bootstrap Protocol (BOOTP) is a UDP/IP-based protocol that allows a
booting host to configure itself dynamically, and nore significantly,
wi t hout user supervision. It provides a means to assign a host its

| P address, a file fromwhich to downl oad a boot programfrom some
server, that server’'s address, and (if present) the address of an

I nternet gateway.
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One obvi ous advantage of this procedure is the centralized nanagenent
of network addresses, which elimnates the need for per-host unique
configuration files. In an environnent with several hundred hosts,
mai nt ai ni ng 1 ocal configuration informati on and operating system
versions specific to each host m ght otherw se become chaotic. By
categori zing hosts into classes and mai ntai ning configuration

i nformati on and boot prograns for each class, the conplexity of this
chore may be reduced in magnitude.

BOOTP Vendor | nformati on For mat

The full description of the BOOTP request/reply packet format may be
found in [RFC-951]. The rest of this docunent will concern itself
with the last field of the packet, a 64 octet area reserved for
vendor information, to be used in a hitherto unspecified fashion. A
generalized use of this area for giving information useful to a w de
cl ass of machi nes, operating systenms, and configurations follows. In
situations where a single BOOIP server is to be used anpng

het erogeneous clients in a single site, a generic class of data may
be used.

Vendor | nformation "Mgic Cookie"

As suggested in [RFC-951], the first four bytes of this field have
been assigned to the nagi c cookie, which identifies the node in
whi ch the succeeding data is to be interpreted. The value of the
magi ¢ cookie is the 4 octet dotted decimal 99.130.83.99 (or
hexadeci mal nunber 63.82.53.63) in network byte order

Format of I ndividual Fields

The vendor information field has been inplenented as a free
format, with extendabl e tagged sub-fields. These sub-fields are
l ength tagged (with exceptions; see below), allow ng clients not
i mpl enenting certain types to correctly skip fields they cannot
interpret. Lengths are exclusive of the tag and |l ength octets;
all multi-byte quantities are in network byte-order

Fi xed Length Data
The fixed length data are conprised of two formats. Those that
have no data consist of a single tag octet and are inplicitly
of one-octet length, while those that contain data consist of
one tag octet, one length octet, and length octets of data.
Pad Field (Tag: 0, Data: None)

May be used to align subsequent fields to word boundaries
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required by the target nachine (i.e., 32-bit quantities such
as | P addresses on 32-bit boundaries).

Subnet Mask Field (Tag: 1, Data: 4 subnet mask bytes)
Specifies the net and | ocal subnet nmask as per the standard
on subnetting [ RFC-950]. For convenience, this field nust
precede the GATEWAY field (below), if present.

Time OFfset Field (Tag: 2, Data: 4 tine offset bytes)
Specifies the tinme offset of the |ocal subnet in seconds
from Coordi nated Universal Tine (UTC); signed 32-bit
i nteger.

End Field (Tag: 255, Data: None)

Speci fies end of usable data in the vendor information area.
The rest of this field should be filled with PAD zero)
octets.

Vari abl e Length Data

The variable length data has a single format; it consists of
one tag octet, one length octet, and length octets of data.

Gateway Field (Tag: 3, Data: N address bytes)

Specifies the | P addresses of N 4 gateways for this subnet.
If one of many gateways is preferred, that should be first.

Time Server Field (Tag: 4, Data: N address bytes)
Specifies the | P addresses of N4 tine servers [RFC 868].
| EN-116 Nanme Server Field (Tag: 5, Data: N address bhytes)
Specifies the I P addresses of N 4 name servers [|EN 116].
Domai n Nanme Server Field (Tag: 6, Data: N address bytes)

Specifies the | P addresses of N4 donain nane servers RFC
883].

Log Server Field (Tag: 7, Data: N address bytes)

Specifies the IP addresses of NN4 M T-LCS UDP | og server
[LOGAE NG .
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Cooki e/ Quote Server Field (Tag: 8, Data: N address bytes)

Specifies the | P addresses of N4 Quote of the Day servers
[ RFC- 865] .

LPR Server Field (Tag: 9, Data: N address bytes)

Specifies the | P addresses of N 4 Berkel ey 4BSD printer
servers [LPD].

I mpress Server Field (Tag: 10, Data: N address bytes)

Specifies the | P addresses of N4 | npress network inage
servers [ | MAGEN] .

RLP Server Field (Tag: 11, Data: N address bytes)

Specifies the | P addresses of N4 Resource Location Protoco
(RLP) servers [RFC-887].

Host name (Tag: 12, Data: N bytes of hostnane)

Specifies the name of the client. The name may or may not
domain qualified: this is a site-specific issue.

Reserved Fields (Tag: 128-254, Data: N bytes of undefined
cont ent)

Specifies additional site-specific information, to be
interpreted on an inplenentation-specific basis. This
should follow all data with the precedi ng generic tags O-
127).

Ext ensi ons
Additional generic data fields may be regi stered by contacting:
Joyce K. Reynol ds
USC - Information Sciences Institute
4676 Admiralty \Vay
Mari na del Rey, California 90292-6695

or by E-mail as: JKREYNOLDS@ Sl . EDU
(nic handl e JKR1).

| mpl ement ati on specific use of undefined generic types (those in the

range 12-127) may conflict with other inplenentations, and
registration is required.
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When selecting information to put into the vendor specific area, care
shoul d be taken to not exceed the 64 byte length restriction
Nonessential information (such as host nane and quote of the day
server) may be excluded, which may later be located with a nore
appropriate service protocol, such as RLP or the WKS resource-type of
the domain nane system |ndeed, even RLP servers nmay be discovered
using a broadcast request to locate a local RLP server.

Conparison to Alternative Approaches

Ext endi ng BOOTP to provide nore configuration information than the

m ni mum requi red by boot PROVE nay not be necessary. Rather than
havi ng each module in a host (e.g., the tine nodule, the print

spool er, the dommi n nane resol ver) broadcast to the BOOTP server to
obtain the addresses of required servers, it would be better for each
of themto multicast directly to the particular server group of

i nterest, possibly using "expanding ring" multicasts.

The nul ticast approach has the foll ow ng advant ages over the BOOTP
appr oach:

- It elimnates dependency on a third party (the BOOTP server) that
may be tenporarily unavail abl e or whose dat abase nmay be incorrect or
i nconmplete. Milticasting directly to the desired services will

| ocate those servers that are currently available, and only those.

- It reduces the administrative chore of keeping the (probably
replicated) BOOTP database up-to-date and consistent. This is
especially inportant in an environment with a growi ng nunber of
services and an evol ving popul ati on of servers.

- In sone cases, it reduces the anpbunt of packet traffic and/or the
delay required to get the desired information. For exanple, the
current tinme can be obtained by a single nulticast to a time server
group whi ch evokes replies fromthose tinme servers that are
currently up. The BOOTP approach would require a broadcast to the
BOOTP server, a reply fromthe BOOTP server, one or nobre unicasts to
time servers (perhaps waiting for long tinmeouts if the initially
chosen server(s) are down), and finally a reply froma server.

One apparent advantage of the proposed BOOTP extensions is that they
provide a uniformway to |locate servers. However, the multicast
approach could al so be inplenented in a consistent way across

mul tiple services. The V System naning protocol is a good exanple of
this; character string pathnanes are used to nane any numnber of
resources (i.e., not just files) and a standard subroutine library

| ooks after multicasting to | ocate the resources, caching the

di scovered | ocations, and detecting stale cache data.
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Anot her apparent advantage of the BOOTP approach is that it allows an
adnm nistrator to easily control which hosts use which servers. The
mul ticast approach favors nore distributed control over resource

al l ocation, where each server decides which hosts it will serve,
usi ng whatever |evel of authentication is appropriate for the
particul ar service. For exanple, tine servers usually don't care who
they serve (i.e., administrative control via the BOOIP dat abase is
unnecessary), whereas file servers usually require strong

aut hentication (i.e., administrative control via the BOOTP dat abase
is insufficient).

The main drawback of the nulticast approach, of course, is that IP
nmulticasting is not widely inplenmented, and there is a need to | ocate
exi sting services which do not understand IP nulticasts.

The BOOTP approach may be nost efficient in the case that all the

i nformati on needed by the client host is returned by a single BOOTP
reply and each program nodul e sinply reads the information it needs
froma local table filled in by the BOOIP reply.

Acknowl edgnent s

I would like to thank the followi ng persons for their hel pfu
comments and insights into this meno: Drew Perkins, of Carnagie
Mel I on University, Bill Croft, of Stanford University, and co-author
of BOOTP, and Steve Deering, also of Stanford University, for
contributing the "Conparison to Alternative Approaches" section

Ref er ences
[ RFC-951] Croft, B., and J. Glnore, "Bootstrap Protocol", Network
Information Center, SRl International, Menlo Park,
California, Septenber 1985.

[ RFC-903] Finl ayson, R, T. Mann, J. Mgul, and M Theinmer, "A

Rever se Address Resol ution Protocol"”, Network | nformation
Center, SRl International, Menlo Park, California, June
1984.

[ RFC-887] Accetta, M, "Resource Location Protocol", Network
Information Center, SRl International, Menlo Park
Cal i fornia, Decenber 1983.

[ RFC- 883] Mockapetris, P., "Domain Nane - |nplenmentation and
Speci fication", Network Information Center, SR
International, Menlo Park, California, November 1983.

[ RFC-950] Mogul, J., "Internet Standard Subnetting Procedure"

Prindeville [ Page 6]



RFC 1048

[ RFC- 868]

[ 1 EN-116]

[ LOGG NG

[ RFC- 865]

[ LPD]

[ 1 MAGEN]

Prindeville

BOOTP Ext ensi ons February 1988

Network I nformation Center, SRl International, Menlo
Park, California, August 1985.

Postel, J., "Time Protocol", Network Information Center,
SRl International, Menlo Park, California, My 1983

Postel, J., "Internet Nane Server", Network Information
Center, SRl International, Menlo Park, California, August
1979.

Cark, D., Logging and Status Protocol", Massachusetts
Institute of Technol ogy Laboratory for Conputer Science,
Canbri dge, Massachusetts, 1981

Postel, J., "Quote of the Day Protocol", Network
Information Center, SR International, Menlo Park,
California, My 1983.

Canpbell, R, "4.2BSD Line Printer Spooler Mnual", UN X
Programmer’s Manual, Vol I1, University of California at
Ber kel ey, Conputer Science Division, July 1983.

"I mage Server XT Programmer’s Cuide", Imagen Corporation
Santa Clara, California, August 1986.

[ Page 7]



