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Abst ract

To assess performance problenms, this document describes optiona
headers enbedded in each packet that provide sequence nunmbers and
timng information as a basis for neasurenents. Such neasurenents
may be interpreted in real time or after the fact. This docunent
specifies the Performance and Di agnostic Metrics (PDM Destination
Options header. The field linmits, calculations, and usage in
measurenent of PDM are included in this docunent.

Status of This Menp
This is an Internet Standards Track document.

Thi s docunent is a product of the Internet Engineering Task Force
(ITETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further infornmation on
Internet Standards is available in Section 2 of RFC 7841.

I nformati on about the current status of this document, any errata,

and how to provide feedback on it may be obtained at
https://ww.rfc-editor.org/info/rfc8250.
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1. Background

To assess performance probl ems, neasurenments based on optiona
sequence nunbers and timng may be enbedded in each packet. Such
nmeasurenents nay be interpreted in real tinme or after the fact.

As defined in RFC 8200 [ RFC8200], destination options are carried by
the IPv6 Destination Options extension header. Destination options
i ncl ude optional information that need be exam ned only by the |IPv6
node given as the destination address in the |IPv6 header, not by
routers or other "m ddl eboxes". This docunment specifies the
Performance and Diagnostic Metrics (PDM destination option. The
field limts, calculations, and usage in neasurenent of the PDM
Destinati on Options header are included in this docunent.

1.1. Term nol ogy

The key words "MJST", "MJST NOT*, "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunent are to be interpreted as described in
BCP 14 [ RFC2119] [RFCB174] when, and only when, they appear in al
capitals, as shown here.
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1.2. Rationale for Defined Sol ution

The current 1Pv6 specification does not provide timng, nor does it
provide a simlar field in the IPv6 nain header or in any extension
header. The |1 Pv6 PDM destination option provides such fields.

Advant ages i ncl ude:
1. Real measure of actual transactions.

2. Ability to span organizational boundaries with consistent
i nstrument ati on.

3. No tinme synchroni zati on needed between session partners.

4. Ability to handle all transport protocols (TCP, UDP, the Stream
Control Transm ssion Protocol (SCTP), etc.) in a uniformway.

PDM provides the ability to determine quickly if the (latency)
problemis in the network or in the server (application). That is,
it is afast way to do triage. For nore information on the
background and usage of PDM see Appendi x A

1.3. 1Pv6 Transition Technol ogi es

In the path to full inplenentation of 1 Pv6, transition technol ogies
such as translation or tunneling may be enployed. It is possible
that an | Pv6 packet containing PDM may be dropped if using |Pv6
transition technol ogies. For exanple, an inplenentation using a
transl ation technique (IPv6 to I Pv4) that does not support or
recogni ze the | Pv6 Destination Options extensi on header may sinply
drop the packet rather than translating it wi thout the extension
header .

It is also possible that sone devices in the network may not
correctly handle multiple I Pv6 extension headers, including the |IPv6
Destination Option. For exanple, adding the PDM header to a packet
may push the Layer 4 infornation to a point in the packet where it
is not visible to filtering logic, and the packet may be dropped.
This kind of situation is expected to become rare over tinme.
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2.

2.

Measurenent | nformation Derived from PDM

Each packet contains infornmation about the sender and receiver. In
IP, the identifying information is called a "5-tuple".

The 5-tuple consists of:

SADDR: | P address of the sender

SPORT: Port for the sender

DADDR: | P address of the destination

DPORT: Port for the destination

PROTC. Upper-Ilayer protocol (TCP, UDP, |ICMP, etc.)

PDM contains the follow ng base fields (scale fields intentionally
left out):

PSNTP : Packet Sequence Nunber This Packet
PSNLR : Packet Sequence Nunber Last Received
DELTATLR: Delta Time Last Received

DELTATLS: Delta Tine Last Sent

O her fields for storing time scaling factors are also in PDM and
wi |l be described in Section 3.

This information, conbined with the 5-tuple, allows the neasurenent
of the followi ng netrics:

1. Round-trip del ay

2. Server del ay

.1. Round-Trip Del ay

Round-trip *network* delay is the delay for packet transfer froma
source host to a destination host and then back to the source host.
Thi s nmeasurenment has been defined, and its advantages and

di sadvant ages are discussed in "A Round-trip Delay Metric for | PPM
[ RFC2681] .

2. Server Del ay

Server delay is the interval between when a packet is received by a
device and the first correspondi ng packet is sent back in response.
This may be "server processing time". It may al so be a delay caused
by acknow edgnents. Server processing tine includes the time taken
by the conbi nation of the stack and application to return the
response. The stack delay may be related to network performance. |If
this aggregate tinme is seen as a problemand there is a need to nake
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a clear distinction between application processing tinme and stack
del ay, including that caused by the network, then nore client-based
nmeasurenments are needed.

3. Performance and Di agnostic Metrics Destination Option Layout
3.1. Destination Options Header

The 1 Pv6 Destination Options extension header [RFC8200] is used to
carry optional information that needs to be exam ned only by a
packet’s destination node(s). The Destination Options header is
identified by a Next Header value of 60 in the i medi ately preceding
header and is defined in RFC 8200 [ RFC8200]. The |Pv6 Performance
and Di agnostic Metrics (PDM destination option is inplenented as an
IPv6 Option carried in the Destination Options header. PDM does not
require tinme synchronization.

3.2. Performance and Di agnostic Metrics Destination Option
3.2.1. PDM Layout
The 1 Pv6 PDM destination option contains the follow ng fields:

SCALEDTLR: Scale for Delta Tinme Last Received
SCALEDTLS: Scale for Delta Tine Last Sent

PSNTP . Packet Sequence Nunber This Packet
PSNLR : Packet Sequence Nunmber Last Received
DELTATLR : Delta Tine Last Received

DELTATLS : Delta Tine Last Sent

PDM has al i gnnent requirenents. Follow ng the convention in |Pv6,
these options are aligned in a packet so that nulti-octet val ues
within the Option Data field of each option fall on natural
boundaries (i.e., fields of width n octets are placed at an integer
multiple of n octets fromthe start of the header, for n =1, 2, 4,
or 8) [RFC8200].
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The PDM destination option is encoded in type-I|ength-value (TLV)
format as foll ows:

0 1 2 3
012345678901234567890123456789¢01
I i i it S R R e e R e e S it I SR e e S T e it S SRR R
Option Type | Option Length | Scal eDTLR | Scal eDTLS
T T i S e i s st oI S e S e S il Tt S S R S S e S
PSN Thi s Packet | PSN Last Received |
i I o e i I T R T ik T T I e S e S R il sl T I TR
Delta Time Last Received | Delta Tine Last Sent |
i i S i i e e et it S SR SEIE i e S S e i e e e i it &

+——— +— +

-+
-+
Option Type
OxOF

In keeping with RFC 8200 [ RFC8200], the two high-order bits of
the Option Type field are encoded to indicate specific
processing of the option; for the PDM destination option, these
two bits MUST be set to 00.

The third high-order bit of the Option Type field specifies
whet her or not the Option Data of that option can change
en route to the packet’s final destination

In PDM the value of the third high-order bit MJST be O.
Option Length
8-bit unsigned integer. Length of the option, in octets,
excluding the Option Type and Option Length fields. This field
MUST be set to 10.
Scale Delta Tinme Last Received (SCALEDTLR)
8-bit unsigned integer. This is the scaling value for the
Delta Tinme Last Received (DELTATLR) field. The possible val ues
are fromO to 255. See Appendix B for further discussion on
timng considerations and formatting of the scaling val ues.
Scale Delta Tine Last Sent (SCALEDTLS)
8-bit signed integer. This is the scaling value for the Delta

Ti me Last Sent (DELTATLS) field. The possible values are from
0 to 255.
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Packet Sequence Nunber This Packet (PSNTP)

16-bit unsigned integer. This field will wap. It is intended
for use while analyzing packet traces.

This field is initialized at a random nunmber and increnented
nonotonically for each packet of the session flow of the
5-tuple. The random nunber initialization is intended to make
it harder to spoof and insert such packets.

Operating systens MJST inpl enent a separate packet sequence
nunber counter per 5-tuple.

Packet Sequence Nunber Last Received (PSNLR)

16-bit unsigned integer. This is the PSNTP of the packet | ast
received on the 5-tuple.

This field is initialized to O.
Delta Tine Last Received (DELTATLR)

16-bit unsigned integer. The value is set according to the
scal e in SCALEDTLR

Delta Tine Last Received =
(send time packet n - receive time packet (n - 1))

Delta Tinme Last Sent (DELTATLS)

16-bit unsigned integer. The value is set according to the
scal e in SCALEDTLS

Delta Tinme Last Sent =
(receive tinme packet n - send time packet (n - 1))

3.2.2. Base Unit for Tinme Measurenent

Atime differential is always a whole nunmber in a CPU;, it is the unit
specification -- hours, seconds, nanoseconds -- that determ nes what
the nuneric value neans. For PDM the base time unit is 1 attosecond
(asec). This allows for a common unit and scaling of the tine
differential anong all |IP stacks and hardware inpl enentations.
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Note that PDM provides the ability to neasure both tinme differentials
that are extremely small and tinme differentials in a Delay/Di sruption
Tol erant Networking (DTN) environnment where the del ays may be very

great. To store a time differential in just 16 bits that rmust range
inthis way will require some scaling of the tine-differential value.

One issue is the conversion fromthe native tinme base in the CPU

har dwar e of whatever device is in use to sonme nunber of attoseconds.
It might seemthat this will be an astrononical nunber, but the
conversion is straightforward. It involves nultiplication by an
appropriate power of 10 to change the value into a nunber of
attoseconds. Then, to scale the value so that it fits into DELTATLR
or DELTATLS, the value is shifted by a nunber of bits, retaining the
16 high-order or nmost significant bits. The nunmber of bits shifted
becomes the scaling factor, stored as SCALEDTLR or SCALEDTLS,
respectively. For additional information on this process, see
Appendi x B

3.3. Header Pl acement

The PDM destination option is placed as defined in RFC 8200

[ RFC8200]. There nmay be a choice of where to place the Destination
Options header. |If using Encapsul ating Security Payl oad (ESP) node,
pl ease see Section 3.4 of this docunment regardi ng the placenent of
the PDM Destination Options header

For each | Pv6 packet header, PDM MJUST NOT appear nore than once
However, an encapsul ated packet MAY contain a separate PDM associ at ed
wi th each encapsul ated | Pv6 header.

3.4. Header Placenment Using | Psec ESP Mode

| Psec ESP is defined in [ RFC4303] and is widely used. Section 3.1.1
of [RFC4303] discusses the placement of Destination Options headers.

The placenent of PDMis different, depending on whether ESP is used
in tunnel nobde or transport node.

In the ESP case, no 5-tuple is available, as there are no port
nunbers. ESP flow should be identified only by using SADDR, DADDR,
and PROTC. The Security Parameter Index (SPlI) nunbers SHOULD be

i gnored when considering the flow over which PDMinformation is
nmeasur ed.
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3.4.1. Using ESP Transport Mde

Not e that destination options may be placed before or after ESP, or
both. [If using PDMin ESP transport nmode, PDM MJST be pl aced after
the ESP header so as not to |leak information

3.4.2. Using ESP Tunnel Mode

Note that in both the outer set of IP headers and the inner set of IP
headers, destination options may be placed before or after ESP, or
both. A tunnel endpoint that creates a new packet may deci de to use
PDM i ndependently of the use of PDM of the original packet to enable
del ay neasurenments between the two tunnel endpoints.

3.5. Inplenentation Considerations
3.5.1. PDM Activation

An i npl enentation should provide an interface to enabl e or disable
the use of PDM This specification recormends havi ng PDM of f by
defaul t.

PDM MUST NOT be turned on nerely if a packet is received with a PDM
header. The received packet coul d be spoofed by another device.

3.5.2. PDM Ti nest anps

The PDM timestanps are intended to isolate wire time from server or
host tinme but may necessarily attribute some host processing time to
networ k | atency.

Section 10.2 of RFC 2330 [ RFC2330] ("Framework for |P Performance

Metrics") describes two notions of "wire time". These notions are
only defined in terms of an Internet host H observing an Internet

link L at a particular |ocation

+ For a given IP packet P, the "wire arrival time" of Pat Hon L is
the first time T at which any bit of P has appeared at H s
observati onal position on L.

+ For a given IP packet P, the "wire exit time" of Pat Hon L is

the first time T at which all the bits of P have appeared at H s
observational position on L.

El ki ns, et al. St andards Track [ Page 10]



RFC 8250 | Pv6 PDM Destinati on Option Sept ember 2017

3.

3.

4.

4.

Thi s specification does not define Hs exact observational position
on L. That is left for the deploynment setups to define. However,
the position where PDM tinestanps are taken SHOULD be as close to the
physi cal network interface as possible. Not all inplenentations wll
be able to achieve the ideal |evel of measurenent.

6. Dynamic Configuration Qptions

If the PDM Destination Options header is used, then it MAY be turned
on for all packets flow ng through the host, applied to an upper-

| ayer protocol (TCP, UDP, SCTP, etc.), a local port, or |IP address
only. These are at the discretion of the inplenentation

7. Information Access and Storage

Measur enment information provided by PDM may be nade accessible for
hi gher layers or the user itself. Simlar to activating the use of
PDM the inplenentation may al so provide an interface to indicate if
recei ved.

PDM i nformati on may be stored, if desired. |If a packet with PDM
information is received and the information should be stored, the
upper layers may be notified. Furthernore, the inplementation should
define a configurable maximumlifetime after which the information
can be renoved as well as a configurable nmaxi rum anount of nenory
that should be allocated for PDMinfornmation

Security Consi derations

PDM may i ntroduce sone new security weaknesses.
1. Resource Consunption and Resource Consunption Attacks

PDM needs to calculate the deltas for time and keep track of the
sequence nunbers. This neans that control blocks that reside in
nmenory may be kept at the end hosts per 5-tuple.
Alimt on how much nmenory is being used SHOULD be i npl enent ed.
Wthout a menory limt, any time that a control block is kept in
menory, an attacker can try to m suse the control blocks to cause
excessi ve resource consunption. This could be used to conpromnise the
end host.

PDM is used only at the end hosts, and nenory is used only at the end
host and not at routers or m ddl eboxes.
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4.2. Pervasive Monitoring

Since PDM passes in the clear, a concern arises as to whether the
data can be used to fingerprint the system or sonehow obtain
i nformati on about the contents of the payl oad.

Let us discuss fingerprinting of the end host first. It is possible
that seeing the pattern of deltas or the absolute values could give
some information as to the speed of the end host -- that is, if it is

a very fast systemor an ol der, slow device. This may be useful to
the attacker. However, if the attacker has access to PDM the
attacker also has access to the entire packet and could make such a
deduction based nerely on the tinme franes el apsed between packets
W THOUT PDM

As far as deducing the content of the payload, in terns of the
application-level information such as web page, user nane, user
password, and so on, it appears to us that PDMis quite unhel pful in
this regard. Having said that, the ability to separate wire tine
fromprocessing time may potentially provide an attacker with
additional information. It is conceivable that an attacker could
attenpt to deduce the type of application in use by noting the server
time and payl oad |l ength. Sonme encryption algorithns attenpt to
obfuscate the packet length to avoid just such vulnerabilities. In
the future, encryption algorithns nay wi sh to obfuscate the server
time as well.

4.3. PDMas a Covert Channe

PDM provi des a set of fields in the packet that could be used to | eak
data. But there is no real reason to suspect that PDM woul d be
chosen rather than another part of the payl oad or another extension
header .

A firewall or another device could sanity-check the fields within
PDM but randomly assigned sequence nunbers and delta times mght be
expected to vary widely. The biggest problem though, is how an
attacker would get access to PDMin the first place to | eak data.
The attacker woul d have to either conprom se the end host or have a
Man in the Mddle (MtM. It is possible that either one could
change the fields, but the other end host would then get sequence
nunbers and deltas that don’'t make any sense.

It is conceivable that sonmeone coul d conproni se an end host and make
it start sending packets with PDM wi t hout the know edge of the host.
But, again, the bigger problemis the comprom se of the end host.
Once that is done, the attacker probably has better ways to

| eak data
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Having said that, if a PDMaware m ddl ebox or an inplenentation
(destination host) detects sonme nunber of "nonsensical" sequence
nunbers or tinmng information, it could take action to block this
traffic, discard it, or send an alert.

4.4. Timng Attacks

The fact that PDM can help in the separation of node processing tine
fromnetwork | atency brings value to performance nmonitoring. Yet, it
is this very characteristic of PDMthat may be nisused to make
certain new types of timng attacks agai nst protocols and

i npl enent ati ons possi bl e.

Dependi ng on the nature of the cryptographic protocol used, it may be
possible to leak the credentials of the device. For exanple, if an
attacker can see that PDMis being used, then the attacker night use
PDM to launch a tim ng attack against the keying material used by the
crypt ographi ¢ protocol

An inplenentati on may want to be sure that PDMis enabled only for
certain | P addresses or only for sone ports. Additionally, the

i mpl enentati on SHOULD require an explicit restart of nmonitoring after
a certain tine period (for exanple, after 1 hour) to make sure that
PDM is not accidentally left on (for exanple, after debuggi ng has
been done).

Even so, if using PDM a user "Consent to be Measured" SHOULD be a
prerequisite for using PDM Consent is comon in enterprises and

wi th some subscription services. The actual content of "Consent to
be Measured” will differ by site, but it SHOULD nmake cl ear that the
traffic is being neasured for Quality of Service (QS) and to assi st
in diagnostics, as well as to nmake clear that there nay be potentia
risks of certain vulnerabilities if the traffic is captured during a
di agnosti c session.

5. 1 ANA Consi derati ons

| ANA has registered a Destination Option Type assignnent with the act
bits set to 00 and the chg bit set to O fromthe "Destination Options
and Hop-by-Hop Options" sub-registry of the "Internet Protoco

Version 6 (1Pv6) Paraneters" registry [ RFC2780] at

<https://wwv. i ana. or g/ assi gnnent s/ i pv6- par anet er s/ >.

Hex Val ue Bi nary Val ue Descri ption Ref er ence
act chg rest

OxOF 00 0 01111 Per f or mance and RFC 8250
Di agnostic Metrics (PDV)
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Appendi x A.  Context for PDM
A 1. End-User Quality of Service (QoS)

The tim ng values in PDM enbedded in the packet will be used to
estimte QoS as experienced by an end-user device.

For many applications, the key user performance indicator is response
time. Wen the end user is an individual, he is generally
indifferent to what is happening along the network; what he really
cares about is howlong it takes to get a response back. But this is
not just a matter of individuals personal convenience. In many
cases, rapid response is critical to the business being conducted.

Low, reliable, and acceptable response tines are not just "nice to

have". On many networks, the inpact can be financial hardship or can
endanger human life. In sonme cities, the energency police contact
system operates over IP; all levels of |aw enforcement use IP

networ ks; transactions on our stock exchanges are settled using IP
networks. The critical nature of such activities to our daily lives
and financial well-being demands a sinple solution to support
response-ti me measurenents.

A.2. Need for a Packet Sequence Nunmber (PSN)

Wi | e performing network diagnostics on an end-to-end connection, it
of ten becones necessary to isolate the factors along the network path
responsi ble for problens. D agnhostic data may be coll ected at

mul tiple places along the path (if possible), or at the source and
destination. Then, in post-collection processing, the diagnostic
data corresponding to each packet at different observation points
nmust be matched for proper nmeasurenents. A sequence nunber in each
packet provides a sufficient basis for the matching process. |If

need be, the timng fields may be used along with the sequence nunber
to ensure uni queness.

This method of data collection along the path is of special use for
det erm ni ng where packet | oss or packet corruption is happening.

The packet sequence nunber needs to be unique in the context of the
session (5-tuple).

A. 3. Rationale for Defined Solution
One of the inmportant functions of PDMis to allow you to quickly
di spatch the right set of diagnosticians. Wthin network or server

| atency, there may be many conponents. The job of the diagnostician
is to rule each one out until the culprit is found.
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PDMwi Il fit into this diagnostic picture by quickly telling you how
to escalate. PDMw Il point to either the network area or the server
area. Wthin the server |atency, PDM does not tell you whether the
bottleneck is in the IP stack, the application, or buffer allocation.
Wthin the network | atency, PDM does not tell you which of the
networ k segnments or mddl eboxes is at fault.

VWhat PDM does tell you is whether the problemis in the network or
the server.

A.4. Use PDMwith O her Headers

For diagnostics, one nay want to use PDM with ot her headers (Layer 2,
Layer 3, etc). For exanple, if PDMis used by a technician (or tool)
| ooki ng at a packet capture, within the packet capture, they would
have available to themthe Layer 2 header, |P header (v6 or v4), TCP
header, UDP header, |CMP header, SCTP header, or other headers. Al

i nformati on woul d be | ooked at together to make sense of the packet
flow The technician or processing tool could analyze, report, or

i gnore the data from PDM as necessary.

For an exanple of how PDM can help with TCP retransm ssion probl ens,
pl ease | ook at Appendix C.

Appendi x B. Timng Considerations
B.1. Calculations of Time Differentials

VWhen SCALEDTLR or SCALEDTLS is used, it neans that the description of
the processing applies equally to SCALEDTLR and SCALEDTLS.

The tine counter in a CPUis a binary whol e nunber representing a
nunber of mlliseconds (nmsec), m croseconds (usec), or even

pi coseconds (psec). Representing one of these values as attoseconds
(asec) neans multiplying by 10 raised to sone exponent. Refer to
this table of equalities:

Base val ue = # of sec = # of asec 1000s of asec
1 second 1 sec 10**18 asec 1000**6 asec
1 mllisecond 10**-3 sec 10**15 asec 1000**5 asec
1 m crosecond 10**-6 sec 10**12 asec 1000**4 asec
1 nanosecond 10**-9 sec 10**9 asec 1000**3 asec
1 pi cosecond 10**-12 sec 10**6 asec 1000**2 asec
1 fentosecond 10**-15 sec 10**3 asec 1000**1 asec
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For exanple, if you have a tine differential expressed in

nm croseconds, since each mcrosecond is 10**12 asec, you would

mul tiply your tine value by 10**12 to obtain the nunber of
attoseconds. If your time differential is expressed in nanoseconds,
you would multiply by 10**9 to get the nunber of attoseconds.

The result is a binary value that will need to be shortened by a
nunber of bits so it will fit into the 16-bit PDMdelta field.

The next step is to divide by 2 until the value is contained in just
16 significant bits. The exponent of the value in the [ast col um of
the table is useful here; the initial scaling factor is that exponent
nmultiplied by 10. This is the m ni mum nunber of |ow order bits to be
shifted out or discarded. It represents dividing the tinme val ue by
1024 rai sed to that exponent.

The resulting value may still be too large to fit into 16 bits but
can be normalized by shifting out nore bits (dividing by 2) until the
value fits into the 16-bit delta field. The nunber of extra bits
shifted out is then added to the scaling factor. The scaling factor
-- the total nunber of |ow order bits dropped -- is the SCALEDTLR or
SCALEDTLS val ue

For exanple, say an application has these start and finish tiner
val ues (hexadeci nal val ues, in mcroseconds):

Fi ni sh: 27C849234 usec (02:57: 58. 997556)
-Start: 27C83F696 usec (02:57: 58.957718)
Di fference 9B9E usec 0. 039838 sec or 39838 usec

To convert this differential value to binary attoseconds, nmultiply
the nunber of mcroseconds by 10**12. Divide by 1024**4, or sinply
di scard 40 bits fromthe right. The result is 36232, or 8D88 in hex,
with a scaling factor or SCALEDTLR/ SCALEDTLS val ue of 40.

For anot her exanple, presune the tinme differential is |arger, say

32. 311072 seconds, which is 32311072 usec. Each microsecond is
10**12 asec, so nmultiply by 10**12, giving the hexadeci nal val ue
1CO067FCCAE8120000. Using the initial scaling factor of 40, drop the
| ast 10 characters (40 bits) fromthat string, giving 1C067FC. This
will not fit into a delta field, as it is 25 bits long. Shifting the
value to the right another 9 bits results in a delta value of E033,
with a resulting scaling factor of 49.
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When the tine-differential value is a small nunber, regardl ess of the
time unit, the exponent trick given above is not useful in
determ ning the proper scaling value. For exanple, if the tine
differential is 3 seconds and you want to convert that directly, you
woul d follow this path:

3 seconds 3*10**18 asec (decimal)
29A2241AF62C0000 asec (hexadeci mal)

If you just truncate the last 60 bits, you end up with a delta val ue
of 2 and a scaling factor of 60, when what you really wanted was a
delta value with nore significant digits. The nost precision with
whi ch you can store this value in 16 bits is A688, with a scaling
factor of 46.

B.2. Considerations of This Tine-Differential Representation

There are two considerations to be taken into account with this
representation of a tinme differential. The first is whether there
are any limtations on the maximumor mnimumtinme differential that
can be expressed using the method of a delta value and a scaling
factor. The second is the amount of inprecision introduced by this
met hod.

B.2.1. Limtations with This Encodi ng Met hod

The DELTATLS and DELTATLR fields store only the 16 nost significant
bits of the time-differential value. Thus, the range, excluding the
scaling factor, is fromO to 65535, or a maxi numof 2**16 - 1. This
nmethod is further described in [ TCPM.

The actual magnitude of the tine differential is determined by the
scaling factor. SCALEDTLR and SCALEDTLS are 8-bit unsigned integers,
so the scaling factor ranges fromO0O to 255. The small est nunber that
can be represented would have a value of 1 in the delta field and a
value of 0 in the associated scale field. This is the representation
for 1 attosecond. Clearly, this allows PDMto neasure extrenely
smal |l time differentials.

On the other end of the scale, the maximumdelta value is 65535, or
FFFF in hexadecimal. |If the maxi mum scal e value of 255 is used, the
time differential represented is 65535*2**255, which is over
3*10**55 years -- essentially, forever. So, there appears to be no
real limtation to the time differential that can be represented.
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B.2.2. Loss of Precision Induced by Tiner Value Truncation

As PDM specifies the DELTATLR and DELTATLS val ues as 16-bit unsigned
integers, any time that the precision is greater than those 16 bits,
there will be truncation of the trailing bits, with an acconpanyi ng
| oss of precision in the val ue.

Any time-differential value smaller than 65536 asec can be stored
exactly in DELTATLR or DELTATLS, because the representation of this
val ue requires at nost 16 bits.

Since the time-differential values in PDM are neasured in
att oseconds, the range of values that would be truncated to the sane
encoded value is 2**((Scale) - 1) asec.

For exanple, the snmallest tine differential that would be truncated
to fit into a delta field is

1 0000 0000 0000 0000 = 65536 asec

Thi s val ue woul d be encoded as a delta val ue of 8000 (hexadeci nmal)
with a scaling factor of 1. The val ue

1 0000 0000 0000 0001 = 65537 asec

woul d al so be encoded as a delta value of 8000 with a scaling factor
of 1. This actually is the |argest value that would be truncated to
that same encoded value. When the scale value is 1, the value range
is calculated as 2**1 - 1, or 1 asec, which you can see is the

di fference between these mi ni mum and maxi mum val ues.

The scaling factor is defined as the nunmber of |ow order bits
truncated to reduce the size of the resulting value so it fits into a
16-bit delta field. If, for exanple, you had to truncate 12 bits,
the | oss of precision would depend on the bits you truncated. The
range of these val ues woul d be

0000 0000 0000 = O asec
to
1111 1111 1111 = 4095 asec

So, the mininmumloss of precision would be 0 asec, where the delta
val ue exactly represents the tinme differential, and the nmaxi num | oss
of precision would be 4095 asec. As stated above, the scaling factor
of 12 means that the maxi num | oss of precision is 2**12 - 1 asec, or
4095 asec.
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Conpare this | oss of precision to the actual tine differential. The
range of actual tinme-differential values that would incur this |oss
of precision is from

1000 0000 0000 0000 0000 0000 0000 = 2**27 asec or 134217728 asec

to

1111 11221 12211 21111 11122 1121 1111 2**28 - 1 asec or 268435455 asec
Granted, these are small values, but the point is that any val ue

bet ween these two values will have a maxi mum | oss of precision of
4095 asec, or about 0.00305% for the first value, as encoded, and at
nost 0.001526% for the second. These maxi mum | 0ss percentages are
consi stent for all scaling val ues.

Appendi x C. Sanpl e Packet Fl ows

C.l PDMFlow- Sinple Client-Server Traffic
Below is a sample sinple flow for PDMw th one packet sent from
Host A and one packet received by Host B. PDM does not require time
synchroni zati on between Host A and Host B. The calculations to
derive neaningful metrics for network di agnostics are shown bel ow
each packet sent or received.

Cl1l Step1

Packet 1 is sent fromHost Ato Host B. The tine for Host Ais set
initially to 10: 00AM

The tinme and packet sequence nunber are saved by the sender
internally. The packet sequence nunber and delta tines are sent in
the packet.

Packet 1
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PDM Cont ent s:

PSNTP : Packet Sequence Number This Packet: 25
PSNLR : Packet Sequence Number Last Recei ved:

DELTATLR : Delta Time Last Received: -

SCALEDTLR: Scal e of Delta Tinme Last Received: 0

DELTATLS : Delta Tinme Last Sent: -

SCALEDTLS: Scale of Delta Tine Last Sent: 0

Internally, within the sender, Host A it nust keep

Packet Sequence Nunber of the | ast packet sent: 25
Time the | ast packet was sent: 10: 00: 00

Note: The initial PSNTP from Host A starts at a random nunber -- in

this case, 25. The time in these exanples is shown in seconds for
the sake of simplicity.

C1.2. Step 2

Packet 1 is received at Host B. Its tine is set to 1 hour later than
Host A -- in this case, 11:00AM

Internally, within the receiver, Host B, it rmust note the foll ow ng:

Packet Sequence Nunber of the |ast packet received: 25
Time the | ast packet was received : 11: 00: 03

Note: This tinmestanp is in Host Btine. It has nothing whatsoever to
do with Host Atine. The packet sequence nunber of the |ast packet
received will becone PSNLR, which will be sent out in the packet sent
by Host B in the next step. The tinmestanp of the packet | ast

recei ved (as noted above) will be used as input to calculate the
DELTATLR val ue to be sent out in the packet sent by Host B in the
next step.

C.1.3. Step 3

Packet 2 is sent by Host B to Host A Note that the initial packet

sequence nunber (PSNTP) from Host B starts at a random nunmber -- in

this case, 12. Before sending the packet, Host B does a cal cul ation
of deltas. Since Host B knows when it is sending the packet and it

knows when it received the previous packet, it can do the follow ng

cal cul ati on:

DELTATLR = send tine (packet 2) - receive tine (packet 1)

El ki ns, et al. St andards Track [ Page 21]



RFC 8250 | Pv6 PDM Destinati on Option Sept ember 2017

Note: Both the send tinme and the receive tine are saved internally in
Host B. They do not travel in the packet. Only the change in val ues
(delta) is in the packet. This is the DELTATLR val ue.

Assume that within Host B we have the foll ow ng:

Packet Sequence Nunber of the |ast packet received: 25
Time the | ast packet was received: 11: 00: 03
Packet Sequence Nunber of this packet: 12
Time this packet is being sent: 11: 00: 07

A delta value to be sent out in the packet can now be cal cul at ed.
DELTATLR beconmes:

4 seconds = 11:00: 07 - 11:00: 03 = 3782DACE9DI00000 asec

This is the derived metric: server delay. The time scaling factors
must be converted; in this case, the tinme differential is DEOB, and

the scaling factor is 2E, or 46 in decinmal. Then, these val ues,
along with the packet sequence nunbers, will be sent to Host A as
fol | ows:
Packet 2

R + R +

| | | |

| Host | <---------- | Host |

| A | | B |

| | | |

Fomm e m e + Fomm e m e +

PDM Cont ent s:

PSNTP : Packet Sequence Number This Packet: 12
PSNLR . Packet Sequence Number Last Received: 25
DELTATLR : Delta Tinme Last Received: DEOB (4 seconds)
SCALEDTLR: Scale of Delta Tine Last Received: 2E (46 decimal)
DELTATLS : Delta Tinme Last Sent: -
SCALEDTLS: Scal e of Delta Time Last Sent: 0

The netric left to be calculated is the round-trip delay. This wll
be cal cul ated by Host A when it receives packet 2.
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C.1.4. Step 4

Packet 2 is received at Host A. Renenber that its tinme is set to
1 hour earlier than Host B. Internally, it nust note the follow ng:

Packet Sequence Nunber of the | ast packet received: 12
Time the | ast packet was received : 10:00: 12

Note: This tinestanp is in Host Atine. It has nothing whatsoever to
do with Host B tine.

So, Host A can now calculate total end-to-end tinme. That is:
End-to-End Tine = Tine Last Received - Tine Last Sent

For exanpl e, packet 25 was sent by Host A at 10:00:00. Packet 12 was
recei ved by Host A at 10:00:12, so:

End-to-End tine = 10:00: 12 - 10:00:00 or 12 (server and network
round-trip del ay conbi ned).

This time may al so be called "total overall Round-Trip Tinme
(RTT)", which includes network RTT and host response timne.

W will call this derived netric "Delta Tine Last Sent" (DELTATLS)
Round-trip delay can now be cal culated. The formula is:

Round-trip delay =
(Delta Tine Last Sent - Delta Tinme Last Received)

Round-trip delay = 12 - 4 or 8

At this point, the only problemis that all nmetrics are in Host A
only and not exposed in a packet. To do that, we need a third
packet .

Note: This sinple exanpl e assumes one send and one receive. That is
done only for purposes of explaining the function of PDM In cases
where there are nultiple packets returned, one would take the tine in
the | ast packet in the sequence. The calculations of such tinings
and intelligent processing are the function of post-processing of

t he data.
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C.1.5. Step 5

Packet 3 is sent fromHost A to Host B.

PDM Cont ent s:

PSNTP . Packet Sequence Number This Packet: 26

PSNLR : Packet Sequence Number Last Received: 12

DELTATLR : Delta Tine Last Received: 0

SCALEDTLS: Scale of Delta Tine Last Received 0

DELTATLS : Delta Tine Last Sent: A688 (scal ed val ue)
SCALEDTLR: Scal e of Delta Tine Last Received: 30 (48 decimal)

To cal cul ate two-way del ay, any packet-capture device may | ook at
these packets and do what is necessary.

C.2. Oher Flows

What has been discussed so far is a sinple flow with one packet sent
and one returned. Let’s |ook at how PDM nay be useful in other types
of fl ows.

C.2.1. PDMFlow- One-Way Traffic

The flow on a particular session nmay not be a send-receive paradi gm
Let us consider sone other situations. |n the case of a one-way
flow, one mght see the follow ng.

Note: The time is expressed in generic units for sinplicity. That
is, these values do not represent a nunber of attoseconds,
nm croseconds, or any other real units of tine.

Packet Sender PSN PSN Delta Tine Delta Tine
Thi s Packet Last Recvd Last Recvd Last Sent

1 Server 1 0 0 0

2 Server 2 0 0 5

3 Server 3 0 0 12

4 Server 4 0 0 20

El ki ns, et al. St andards Track [ Page 24]



RFC 8250 | Pv6 PDM Destinati on Option Sept ember 2017

What does this nean, and howis it useful ?

In a one-way flow, only the Delta Tine Last Sent will be seen as
used. Recall that Delta Time Last Sent is the difference between the
send of one packet froma device and the next. This is a neasure of
t hroughput for the sender -- according to the sender’s point of view
That is, it is a neasure of how fast the application itself (with
stack time included) is able to send packets.

How m ght this be useful? |If one is having a perfornmance issue at
the client and sees that packet 2, for exanple, is sent after 5 tine
units fromthe server but takes 10 tinmes that long to arrive at the
destination, then one may safely conclude that there are delays in
the path, other than at the server, that nmay be causing the delivery
i ssue for that packet. Such delays nay include the network Iinks,

m ddl eboxes, etc.

True one-way traffic is quite rare. What people often nean by
"one-way" traffic is an application such as FTP where a group of
packets (for example, a TCP wi ndow size worth) is sent and the sender
then waits for acknow edgnment. This type of flow would actually fal
into the "multiple-send"” traffic nodel

C.2.2. PDMFlow- Miltiple-Send Traffic

Assunme that two packets are sent fromthe server and then an ACK is
sent fromthe client. For exanple, a TCP flowwill do this, per

RFC 1122 [RFC1122], Section 4.2.3. Packets 1 and 2 are sent fromthe
server, and then an ACK is sent fromthe client. Packet 4 starts a
second sequence fromthe server.

Packet Sender PSN PSN Delta Tine Delta Tine
Thi s Packet Last Recvd Last Recvd Last Sent

1 Server 1 0 0 0

2 Server 2 0 0 5

3 dient 1 2 20 0

4 Server 3 1 10 15

How m ght this be used?

Notice that in packet 3, the client has a Delta Tinme Last Received
val ue of 20. Recall that:

DELTATLR = send tine (packet 3) - receive tine (packet 2)

So, what does one know now? 1In this case, Delta Tine Last Received
is the processing tinme for the client to send the next packet.
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How to interpret this depends on what is actually being sent.
Renenmber that PDMis not being used in isolation; rather, it is used
to supplement the fields found in other headers. Let’'s take two
exanpl es:

1. The client is sending a standalone TCP ACK. One would find this
by | ooking at the payload | ength in the | Pv6 header and the TCP
Acknowl edgnment field in the TCP header. So, in this case, the
client is taking 20 time units to send back the ACK. This may or
may not be interesting.

2. The client is sending data with the packet. Again, one would find
this by |ooking at the payload length in the I Pv6 header and the
TCP Acknow edgnent field in the TCP header. So, in this case, the
client is taking 20 tinme units to send back data. This may
represent "User Think Time". Again, this may or nmay not be
interesting in isolation. But if there is a performance probl em
receiving data at the server, then, taken in conjunction with RTT
or other packet timng infornmation, this information may be quite
i nteresting.

O course, one also needs to | ook at the PSN Last Received field to

make sure of the interpretation of this data -- that is, to nake sure
that the Delta Tinme Last Received corresponds to the packet of
i nterest.

The benefits of PDM are that such information is now available in a
uni form manner for all applications and all protocols without
ext ensi ve changes required to applications.

C.2.3. PDMFlow- Miltiple-Send Traffic with Errors
Let us now | ook at a case of how PDM may be able to help in a case of
TCP retransm ssion and add to the information that is sent in the TCP
header .
Assune that three packets are sent with each send fromthe server.

Fromthe server, this is what is seen

Pkt Sender PSN PSN Delta Tine Delta Time TCP Dat a
This Pkt Last Recvd Last Recvd Last Sent SEQ Bytes

1 Server 1 0 0 0 123 100

2 Server 2 0 0 5 223 100

3 Server 3 0 0 5 333 100
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The client, however, does not receive all the packets. Fromthe
client, this is what is seen for the packets sent fromthe server:

Pkt Sender PSN PSN Delta Tine Delta Time TCP Dat a
This Pkt Last Recvd Last Recvd Last Sent SEQ Bytes

1 Server 1 0 0 0 123 100

2 Server 3 0 0 5 333 100

Let’s assune that the server now retransmits the packet. (Cbviously,
a duplicate acknow edgnent sequence for fast retransmt or a
retransmt tineout would occur. To illustrate the point, these
packets are being left out.)

So, if a TCP retransmission is done, then fromthe client, this is
what is seen for the packets sent fromthe server:

Pkt Sender PSN PSN Delta Tine Delta Tine TCP Data
Thi s Pkt Last Recvd Last Recvd Last Sent SEQ Bytes

1 Server 4 0 0 30 223 100
The server has resent the old packet 2 with a TCP sequence nunber
of 223. The retransnitted packet now has a PSN Thi s Packet

val ue of 4.

The Delta Tinme Last Sent is 30 -- in other words, the tinme between
sendi ng the packet with a PSN of 3 and this current packet.

Let’s say that packet 4 is lost again. Then, after sone anount of
time (RTO, the packet with a TCP sequence nunber of 223 is resent.

Fromthe client, this is what is seen for the packets sent fromthe

server:
Pkt Sender PSN PSN Delta Tine Delta Tine TCP Data

This Pkt Last Recvd Last Recvd Last Sent SEQ Bytes
1 Server 5 0 0 60 223 100

If this packet now arrives at the destination, one has a very good

i dea that packets exist that are being sent fromthe server as
retransm ssions and not arriving at the client. This is because the
PSN of the resent packet fromthe server is 5 rather than 4. If we
had used the TCP sequence nunber al one, we woul d never have seen this
situation. The TCP sequence number in all situations is 223.
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This situation would be experienced by the user of the application

(the human being actually sitting sonewhere) as "hangs" or

del ays between packets.

as these where packets are | ost somewhere on the network,

| ong
to di agnose probl enms such
one has to

On | arge networks,

take multiple traces to find out exactly where.

The first thing to do is to start with doing a trace at the client

and the server,
packet and the client

the server

activity.

so that we can see if the server sent a particular
received it.
then we start tracking back to trace points at the router
and the router
these packets that the server

If the client did not receive it,
right after
Did they get

This is a time-consum ng

right before the client.
has sent?

Wth PDM we can speed up the diagnostic tinme because we may be able

to use only the trace taken at the client to see what the server is
sendi ng.

Appendi x D. Potential Overhead Considerations
One m ght wonder about the potential overhead of PDM First, PDMis

entirely optional. That
not, as they w sh.

the benefits,

Below is a table outlining the potentia

addi ti ona
assuned RTTs:

Byt es RTT

i n Packet

1000 1000 m i
1000 100 milli
1000 10 mlli
1000 1 mlli

Bel ow are two exanpl es of actua

enterprise networks.

The first exanple is for

Byt es RTT

i n Packet

1000 17 mlli
El ki ns, et al

is, a site may choose to inplement PDM or

If they are happy with the costs of PDM versus
then the choice should be theirs.

overhead in terns of

time to deliver the response to the end user for various

Byt es Byt es New Over head
Per MIlisec in PDM RTT
1 16 1016.000 16.000 mlli
10 16 101. 600 1.600 mlli
100 16 10.160 0.160 mlli
1000 16 1.016 0.016 mlli
RTTs for packets traversing |arge

packets going to multiple business partners:

Byt es Byt es New Over head
Per MIlisec in PDM RTT
58 16 17.360 0.360 mlli
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The second exanple is for packets at a large enterprise custoner
within a data center. Notice that the scale is now in nicroseconds
rather than mlliseconds:

Byt es RTT Byt es Byt es New Over head
i n Packet Per Mcrosec in PDM RTT
1000 20 mcro 50 16 20. 320 0.320 micro

As wi th other diagnostic tools, such as packet traces, a certain
amount of processing time will be required to create and process PDM
Since PDMis |ightweight (has only a few variables), we expect the
processing tine to be mininal.
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