I nt ernet Engi neering Task Force (1 ETF) R Perl man
Request for Comments: 8243 EMC
Cat egory: I nfornmational D. Eastl ake 3rd
| SSN: 2070-1721 M  Zhang
Huawei

A, Ghanwani

Del

H Zha
JIT
Sept enber 2017

Al ternatives for Miltileve
Transparent Interconnection of Lots of Links (TRILL)

Abst r act

Al though TRILL is based on IS-1S, which supports multilevel unicast
routing, extending TRILL to nultiple | evels has challenges that are
not addressed by the already-existing capabilities of IS-IS. One
issue is with the handling of multi-destination packet distribution
trees. QOher issues are with TRILL switch nicknanmes. How are such
ni cknames al |l ocated across a multilevel TRILL network? Do nicknanes
need to be unique across an entire nmultilevel TRILL network? O can
they nerely be unique within each nultil evel area?

This informational document enumerates and exani nes alternatives
based on a nunber of factors including backward conmpatibility,
sinmplicity, and scalability; it nmakes recomendati ons in sone cases.

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the |IETF conmunity. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the IESG are a candidate for any |level of Internet

St andard; see Section 2 of RFC 7841.

I nformati on about the current status of this document, any errata,

and how to provide feedback on it may be obtained at
https://ww. rfc-editor.org/info/rfc8243.
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1. Introduction

The | ETF Transparent |nterconnection of Lot of Links (TRILL) protoco
[ RFC6325] [RFC7177] [RFC7780] provides optimal pairw se data routing
wi t hout configuration, safe forwardi ng even during periods of
temporary | oops, and support for multipathing of both unicast and
nmulticast traffic in networks with arbitrary topology and |ink
technol ogy, including multi-access links. TRILL acconplishes this by
using Intermediate Systemto Internediate System[IS-1S] [ RFC7176])
link state routing in conjunction with a header that includes a hop
count. The design supports Data Labels (VLANs and Fi ne- G ai ned
Label s (FG.s) [RFC7172]) and optim zation of the distribution of

nmul ti-destination data based on Data Label and nulticast group
Devices that inplement TRILL are called TRILL Switches or RBridges.

Fam liarity with [I1S1S], [RFC6325], and [ RFC7780] is assumed in this
docunent .

1.1. The Mtivation for Miltileve
The primary notivation for multilevel TRILL is to inprove
scalability. The followng issues might Iinmt the scalability of a
TRI LL- based net wor k:

1. The routing conputation |oad

2. The volatility of the link state database (LSDB) creating too
much control traffic

3. The volatility of the LSDB causing the TRILL network to be in an
unconverged state too nuch of the tine

4. The size of the LSDB

5. The limt of the nunmber of TRILL switches, due to the 16-bit
ni cknane space (for further information on why this mght be a
problem see Section 1.2.5)

6. The traffic due to upper-layer protocols use of broadcast and
mul ti cast

7. The size of the end-node learning table (the table that renenbers
(egress TRILL switch, label / Media Access Control (MAC)) pairs)

As di scussed bel ow, extending TRILL IS-1Sto be multileve
(hierarchical) can help with all of these issues except issue 7.
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IS-1S was designed to be nultilevel [IS1S]. A network can be
partitioned into "areas". Routing within an area is known as "Leve
1 routing". Routing between areas is known as "Level 2 routing"

The Level 2 IS-1S network consists of Level 2 routers and |inks
between the Level 2 routers. Level 2 routers may participate in one
or nore Level 1 areas, in addition to their role as Level 2 routers.

Each area is connected to Level 2 through one or nore "border
routers”, which participate both as a router inside the area, and as
a router inside the Level 2 area. Care nust be taken that it is
clear, when transitioning multi-destination packets between a Level 2
and a Level 1 area in either direction, that exactly one border TRILL
switch will transition a particular data packet between the |evels;

ot herwi se, duplication or loss of traffic can occur

1.2. Inprovenents Due to Miultil eve

Partitioning the network into areas directly solves the first four
scalability issues |isted above, as described in Sections 1.2.1
through 1.2.4. Miltilevel also contributes to solving issues 5 and
6, as discussed in Sections 1.2.5 and 1.2.6, respectively.

In the subsections below, N indicates the nunber of TRILL switches in
a TRILL canpus. For sinplicity, it is assuned that each TRILL switch
has k links to other TRILL switches. An "optimzed" nultileve

canpus is assuned to have Level 1 areas containing sqrt(N) sw tches.

1.2.1. The Routing Computation Load

The Dijkstra algorithmuses conputational effort on the order of the
nunber of links in a network (Ntk) tinmes the | og of the nunber of
nodes to cal cul ate | east cost routes at a router (Section 12.3.3 of
[InterCon]). Thus, in a single-level TRILL canpus, it is on the
order of N'k*log(N). In an optimzed nultilevel canpus, it is on the
order of sqgrt(N)*k*log(N). So, for example, assuming Nis 3,000, the
| evel of conputational effort would be reduced by about a factor of
50.

1.2.2. LSDB Volatility Creating Too Much Control Traffic

The rate of LSDB changes is assuned to be approxi mately proportiona
to the nunber of routers and links in the TRILL canpus or N(1+k) for
a single-level canpus. Wth an optinized nmultil evel canpus, each
area woul d have about sqrt(N) routers and proportionately fewer |inks
reduci ng the rate of LSDB changes by about a factor of sqrt(N)
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1.2.3. LSDB Volatility Causing Too Much Ti me Unconver ged

Wth the sinplifying assunption that routing converges after each
topol ogy change before the next such change, the fraction of tine
that routing is unconverged is proportional to the product of the
rate of change occurrence and the convergence tine. The rate of

t opol ogy changes per sone arbitrary unit of tinme will be roughly
proportional to the nunber of router and links (Section 1.2.2). The
convergence time is approximately proportional to the computation

i nvol ved at each router (Section 1.2.1). Thus, based on these
simplifying assunptions, the time spent unconverged in a single-I|eve
network is proportional to (N*(1+k))*(N'k*log(N)) while that time for
an optimzed multil evel network would be proportional to

(sqrt (N)*(1+k))*(sqgrt (N)*k*l og(N)). Thus, in changing to multilevel,
the time spent unconverged, using these sinplifying assunptions, is

i mproved by about a factor of N

1.2.4. The Size of the LSDB

The size of the LSDB, which consists prinmarily of information about
routers (TRILL switches) and links, is also approxinately
proportional to the nunber of routers and links. So, as with item?2
in Section 1.2.2, it should inprove by about a factor of sqrt(N) in
going fromsingle level to multilevel.

1.2.5. Nicknane Limt

For many TRILL protocol purposes, RBridges are designated by 16-bit
ni cknames. \While sone values are reserved, this appears to provide
enough ni cknanmes to desi gnated over 65,000 RBridges. However, this
nunber is effectively reduced by the following two factors:

- N cknanes are consuned when pseudo- ni cknanes are used for the
active-active connection of end stations. Using the techniques in
[ RFC7781], for exanple, could double the nicknane consunption if
there are extensive active-active edge groups connected to
different sets of edge TRILL switch ports.

- There nmight be problenms in nultilevel canpus-w de contention for
si ngl e-ni ckname al |l ocati on of nicknanmes were all ocated
individually froma single pool for the entire canpus. Thus, it
seens |likely that a hierarchical method woul d be chosen where
bl ocks of nicknanes are allocated at Level 2 to Level 1 areas and
contention for a nicknane by an RBridge in such a Level 1 area
woul d be only within that area. Such hierarchical allocation
| eads to further effective |loss of nicknanes simlar to the
situation with I P addresses di scussed in [RFC3194].
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Even wi thout the above effective reductions in nicknanme space, a very
large multil evel TRILL campus, say one with 200 areas each contai ning
500 TRILL switches, could require 100,000 or nore nicknanes if al

ni cknames in the campus must be unique, which is clearly inmpossible
with 16-bit nicknanes.

This scaling limt, nanely, the 16-bit nicknane space, will only be
addressed with the aggregated-ni cknane approach. Since the

aggr egat ed- ni cknane approach requires some conplexity in the border
TRILL switches (for rewiting the nicknanes in the TRILL header), the
suggested design in this docunment allows a canpus with a m xture of
uni que- ni cknane areas, and aggregat ed-ni cknane areas. Thus, a TRILL
network could start using nultilevel with the sinpler unique nicknane
nmet hod and | ater add aggregated-ni cknane areas as a | ater stage of
net wor k gr ow h.

Wth this design, nicknanes nmust be uni que across all Level 2 and

uni que- ni cknane area TRILL switches taken together; whereas ni cknanes
i nsi de an aggregat ed-ni cknane area are visible only inside that area.
Ni cknanmes inside an aggregat ed-ni ckname area must still not conflict
with nicknanmes visible in Level 2 (which includes all nicknanes

i nsi de uni que ni cknane areas), but the nicknames inside an

aggr egat ed- ni cknane area may be the sane as ni cknanmes used wi thin one
or nore other aggregated-ni cknane areas.

Wth the design suggested in this docunment, TRILL switches within an
area need not be aware of whether they are in an aggregated-ni cknane
area or a unique nicknane area. The border TRILL switches in area Al
will indicate, in their LSP inside area Al, which nicknames (or

ni cknanme ranges) are or are not available to be chosen as ni cknanes
by area Al TRILL switches.

1.2.6. Milti-Destination Traffic

In many cases, scaling limts due to protocol use of broadcast and
nmul ticast can be addressed in a nultilevel canpus by introducing

locally scoped nulti-destination delivery, limted to an area or a
single link. See further discussion of this issue in Section 4.2.

1.3. Unique and Aggregated N cknanes

We describe two alternatives for hierarchical or nultilevel TRILL

One we call the "unique-nicknane" alternative. The other we call the
"aggr egat ed- ni cknanme" alternative. 1In the aggregated-ni cknanme
alternative, border TRILL switches replace either the ingress or
egress nickname field in the TRILL header of unicast packets with an
aggr egat ed ni cknane representing an entire area.
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The uni que-ni cknane alternative has the advantage that border TRILL
switches are sinpler and do not need to do TRILL Header nicknane
nodification. It also sinplifies testing and mai nt enance operations
that originate in one area and termnate in a different area

The aggr egat ed-ni cknanme alternative has the foll ow ng advant ages:

- it solves scaling issue 5 above, the 16-bit nicknanme limt, in
a sinple way,

- it lessens the amount of inter-area routing information that
nust be passed in IS 1S, and

- it logically reduces the RPF (Reverse Path Forwardi ng) Check
i nformation (since only the area nicknane needs to appear
rather than all the ingress TRILL switches in that area).

In both cases, it is possible and advant ageous to conpute nulti-
destinati on data packet distribution trees such that the portion
conputed within a given area is rooted within that area

For further discussion of the unique and aggregat ed- ni ckname
alternatives, see Section 2.2.

1.4. More on Areas

Each area is configured with an "area address", which is advertised
in 1S 1S messages, so as to avoid accidentally interconnecting areas.
For TRILL, the only purpose of the area address would be to avoid
accidentally interconnecting areas although the area address had

ot her purposes in CLNP (ConnectionLess Network Protocol), IS-1S was
originally designed for CLNP/ DECnet.

Currently, the TRILL specification says that the area address nust be
zero. |If we change the specification so that the area address val ue
of zero is just a default, then nost I1S-1S nmultilevel nmachinery works
as originally designed. However, there are TRI LL-specific issues,

whi ch we address in Section 2.1.
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.5.  Term nol ogy and Abbrevi ations

Thi s docunent generally uses the abbreviations defined in [ RFC6325]

pl us the additional
nost abbreviations used are |isted here:

r ef erence,
CLNP:

DECnet :

Dat a Label :
DBRB:

ESADI :
IS-1S:
LSDB:

LSP:

PDU:

RBri dge:
RPF:

TLV:

TRI LL:

TRILL switch:

VLAN:

et al.

abbrevi ati on DBRB. However, for ease of

Connecti onLess Networ k Protocol

a proprietary routing protocol
Di gi tal Equi pnent Cor porati on.
the origin of 1S1S.

that was used by
"DECnet Phase 5" was

VLAN or Fine-Gained Label [RFC7172]

Desi gnat ed Border RBridge

End- St ati on Address Distribution Information
Internediate Systemto Internediate System|[I|S-19]
Li nk State DataBase

Link State PDU

Protocol Data Unit
Routing Bridge, an alternative name for a TRILL switch
Rever se Path Forwardi ng

Type- Lengt h- Val ue

I nt erconnection of Lots of Links or
[ RFC6325] [ RFC7780]

Tr anspar ent
Tunnel ed Routing in the Link Layer

a devi ce that
[ RFC7780],

i npl enents the TRILL protocol
sonetines called an RBridge

[ RFC6325]

Virtual Local Area Network
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2.

Mul tilevel TRILL |ssues

The TRI LL-specific issues introduced by nultilevel include the
fol | owi ng:

a.

Configuration of non-zero area addresses, encoding themin IS 1S
PDUs, and possibly interworking with old TRILL switches that do
not understand non-zero area addresses.

See Section 2.1.
Ni ckname managenent .
See Sections 2.5 and 2. 2.

Advertisement of pruning information (Data Label reachability, IP
mul ti cast addresses) across areas.

Distribution tree pruning information is only an optinization, as
long as nulti-destination packets are not prematurely pruned.

For instance, border TRILL switches could advertise they can
reach all possible Data Labels, and have an IP nulticast router
attached. This would cause all multi-destination traffic to be
transmtted to border TRILL switches, and possibly pruned there,
when the traffic could have been pruned earlier based on Data
Label or multicast group if border TRILL switches advertised nore
detail ed Data Label and/or nulticast |istener and multicast
router attachnent information.

Conput ation of distribution trees across areas for nulti-
desti nati on data.

See Section 2.3.

Conput ati on of RPF information for those distribution trees.
See Section 2.4,

Conput ati on of pruning information across areas.

See Sections 2.3 and 2. 6.
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g. Conmpatibility, as nuch as practical, with existing, unnodified
TRILL switches.

The nost inmportant form of conpatibility is with existing TRILL
fast-path hardware. Changes that require upgrade to the slow
path firmvare/software are nore tolerable. Conpatibility for the
relatively small nunber of border TRILL switches is |ess

i mportant than compatibility for non-border TRILL switches.

See Section 5.
2.1. Non-Zero Area Addresses

The current TRILL base protocol specification [RFC6325] [RFC7177]

[ RFC7780] says that the area address in |IS-1S nmust be zero. The
purpose of the area address is to ensure that different areas are not
accidentally merged. Furthernore, zero is an invalid area address
for Layer 3 1S-1S, so it was chosen as an additional safety mechani sm
to ensure that Layer 3 I S-1S packets would not be confused with TRILL
| S-1S packets. However, TRILL uses other techniques to avoid
confusion on a link, such as different nulticast addresses and

Et hertypes on Ethernet [RFC6325], different PPP (Point-to-Point
Protocol ) code points on PPP [ RFC6361], and the like. Thus, using an
area address in TRILL that might be used in Layer 3 1S-I1Sis not a
probl em

Since current TRILL switches will reject any |S-1S nessages with non-
zero area addresses, the choices are as foll ows:

a.1l. upgrade all TRILL switches that are to interoperate in a
potentially multilevel environment to understand non-zero area
addr esses,

a.2. neighbors of old TRILL switches nust renove the area address
fromIS-1S nessages when talking to an old TRILL switch (which
m ght break IS-1S security and/ or cause inadvertent nerging of
areas),

a.3. ignore the problemof accidentally nerging areas entirely, or

a.4. keep the fixed "area address” field as 0 in TRILL, and add a
new, optional TLV for "area name" to Hellos that, if present,
could be conmpared, by new TRILL switches, to prevent accidenta
area merging

In principal, different solutions could be used in different areas

but it would be much sinpler to adopt one of these choices uniformy.
A sinple solution would be a.1, with each TRILL switch using a
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dom nant area nicknane as its area address. For the unique-nicknane
alternative, the dom nant nickname could be the | owest val ue nicknane
hel d by any border RBridge of the area. For the aggregated-ni cknane
alternative, it could be the | owest nicknanme held by a border RBridge
of the area or a nicknanme representing the area.

2.2. Aggregated versus Uni que N cknanes

I n the uni que-ni cknane alternative, all nicknames across the canpus
nmust be unique. |In the aggregated-nicknanme alternative, TRILL switch
ni cknames wi thin an aggregat ed-ni cknanme area are only of |oca
significance, and the only nicknanme externally (outside that area)
visible is the "area ni cknane" (or nicknanes), which aggregates al
the internal nicknanes.

The uni que- ni cknane approach sinplifies border TRILL sw tches.

The aggr egat ed- ni cknanme approach elim nates the potential problem of
ni cknane exhaustion, mnimzes the ampunt of nicknane informtion
that would need to be forwarded between areas, mninm zes the size of
the forwarding table, and sinplifies RPF cal cul ati on and RPF

i nf ormati on.

2.2.1. More Details on Unique N cknanes

Wth unique cross-area nicknanes, it would be intractable to have a
flat nickname space with TRILL switches in different areas contending
for the same nicknanes. |nstead, each area would need to be
configured with or allocate one or nore bl ocks of nicknanes. Either
sone TRILL switches woul d need to announce that all the nicknanes

ot her than those in blocks available to the area are taken (to
prevent the TRILL switches inside the area from choosi ng ni cknanmes
out side the area’ s nicknane bl ock) or a new TLV woul d be needed to
announce the all owabl e or the prohibited nicknames, and all TRILL
switches in the area would need to understand that new TLV.

Currently, the encoding of nicknane infornmation in TLVs is by listing
of individual nicknanes; this would nake it painful for a border
TRILL switch to announce into an area that it is holding all other

ni cknames to limt the nicknanes available within that area. Painfu
means tens of thousands of individual nicknane entries in the Level 1
LSDB. The information could be encoded as ranges of nicknanmes to
nmake t hi s nanageabl e by specifying a new TLV sinilar to the N cknane
Fl ags APPsub- TLV specified in [ RFC7780] but providing flags for

bl ocks of nicknanes rather than single nicknames. Although this
woul d require updating software, such a new TLV is the preferred

met hod.
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There is also an issue with the uni que-nicknane approach in building
distribution trees, as foll ows:

Wth unique nicknanes in the TRILL canpus and TRILL header

ni cknames not rewitten by the border TRILL switches, there would
have to be globally known ni cknames for the trees. Suppose there
are k trees. For all of the trees with nicknames | ocated outside
an area, the local trees would be rooted at a border TRILL switch
or switches. Therefore, there would be either no splitting of
multi-destination traffic within the area or restricted splitting
of multi-destination traffic between trees rooted at a highly
restricted set of TRILL swi tches.

As an alternative, just the "egress nicknane" field of nulti-
destination TRILL Data packets coul d be mapped at the border

| eavi ng known uni cast packets unmapped. However, this surrenders
much of the uni que ni ckname advantage of sinpler border TRILL
swi t ches.

Scaling to a very |l arge canmpus with unique ni cknanmes m ght exhaust
the 16-bit TRILL ni cknanmes space particularly if (1) additiona

ni cknames are consumed to support active-active end-station groups at
the TRILL edge using the techni ques standardi zed in [ RFC7781] and (2)
use of the nickname space is less efficient due to the allocation of,
for exanpl e, power-of-two size blocks of nicknanes to areas in the
same way that use of the I P address space is nade | ess efficient by
hi erarchi cal allocation (see [RFC3194]). One nmethod to avoid

ni ckname exhaustion m ght be to expand ni cknames to 24 bits; however,
that technique would require TRILL message format and fast-path
processi ng changes and all TRILL switches in the canmpus to understand
| ar ger ni cknanes.

2.2.2. More Details on Aggregated N cknanes

The aggr egat ed- ni cknanme approach enabl es passing far | ess nicknane
information. It works as follows, assum ng both the source and
destinati on areas are using aggregated ni cknames:

There are at |east two ways areas could be identified.

One nethod woul d be to assign each area a 16-bit nicknanme. This
woul d not be the nickname of any actual TRILL switch. Instead, it
woul d be the nickname of the area itself. Border TRILL switches
woul d know the area nickname for their own area(s). For an
exanpl e of a more-specific multilevel proposal using unique

ni cknames, see [ UNI QUE].
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Al ternatively, areas could be identified by the set of nicknanmes
that identify the border routers for that area. (See [SingleNane]
for a multilevel proposal using such a set of nicknanes.)

The TRILL Header nickname fields in TRILL Data packets being
transported through a multilevel TRILL canpus wth aggregated
ni cknames are as foll ows:

- \Wen both the ingress and egress TRILL switches are in the same
area, there need be no change fromthe existing base TRILL
protocol standard in the TRILL Header nicknane fiel ds.

- Wien being transported between different Level 1 areas in Level 2,
the ingress nickname is a nicknane of the ingress TRILL switch's
area, whereas the egress nickname is either a nickname of the
egress TRILL switch’s area or a tree ni cknane.

- Wien being transported fromLevel 1 to Level 2, the ingress
ni cknanme is the nicknanme of the ingress TRILL switch itself,
whereas the egress nicknane is either a nickname for the area of
the egress TRILL switch or a tree nicknane.

- Wien being transported fromLevel 2 to Level 1, the ingress
ni cknane is a nicknane for the ingress TRILL switch’'s area,
whereas the egress nicknane is either the nickname of the egress
TRILL switch itself or a tree nicknane.

There are two variations of the aggregated-ni ckname approach. The
first is the Border Learning approach, which is described in

Section 2.2.2.1. The second is the Swap N cknanme Fi el d approach
which is described in Section 2.2.2.2. Section 2.2.2.3 conpares the
advant ages and di sadvant ages of these two variations of the

aggr egat ed- ni cknane appr oach.

2.2.2.1. Border Learning Aggregated N cknanes

This section provides an illustrative exanple and description of the
border-1 earning variati on of aggregated ni cknames where a single
ni ckname is used to identify an area.

In the follow ng picture, RB2 and RB3 are area border TRILL swi tches
(RBridges). A source Sis attached to RBL. The two areas have

ni cknanmes 15961 and 15918, respectively. RBl1 has a ni cknanme, say 27,
and RB4 has a nicknane, say 44 (and in fact, they could even have the
sane ni ckname, since the TRILL switch nickname will not be visible
out si de these aggregat ed- ni ckname areas).
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Area 15961 | evel 2 Area 15918
| |
| |
I 27 | | | | 44 I

Let’s say that S transnmits a frame to destination D, which is
connected to RB4, and let’'s say that D s | ocation has already been

| earned by the relevant TRILL switches. These relevant sw tches have
| earned the follow ng:

1. RB1 has learned that Dis connected to nickname 15918
2. RB3 has learned that Dis attached to ni cknane 44.

The foll owi ng sequence of events will occur:

- Stransnmts an Ethernet frame with source MAC = S and desti nation
MAC = D.

- RB1 encapsulates with a TRILL header with ingress RBridge = 27,
and egress = 15918 producing a TRILL Data packet.

- RB2 has announced in the Level 1 IS IS instance in area 15961,
that it is attached to all the area nicknames, including 15918.
Therefore, IS-1S routes the packet to RB2. Alternatively, if a
di stingui shed range of nicknames is used for Level 2, Level 1
TRILL switches seeing such an egress nicknane will know to route
to the nearest border router, which can be indicated by the IS 1S
"attached bit" [IS-19].

- RB2, when transitioning the packet fromLevel 1 to Level 2,
repl aces the ingress TRILL switch nicknanme with the area ni cknamne,
so it replaces 27 with 15961. Wthin Level 2, the ingress RBridge
field in the TRILL header will therefore be 15961, and the egress
RBridge field will be 15918. Also RB2 learns that Sis attached
to nicknane 27 in area 15961 to acconmpdate return traffic.

- The packet is forwarded through Level 2, to RB3, which has
advertised, in Level 2, reachability to the nickname 15918.

- RB3, when forwarding into area 15918, repl aces the egress nicknane
in the TRILL header with RB4’s nickname (44). So, within the
destination area, the ingress nicknane will be 15961 and the
egress ni ckname will be 44.
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- RB4, when decapsulating, learns that Sis attached to ni cknane
15961, which is the area nicknane of the ingress.

Now suppose that D s location has not been | earned by RB1 and/or RB3.
VWhat will happen, as it would in TRILL today, is that RB1 wll
forward the packet as nulti-destination, choosing a tree. As the

nmul ti-destination packet transitions into Level 2, RB2 replaces the

i ngress ni ckname with the area nickname. |f RB1 does not know the

| ocation of D, the packet nust be flooded, subject to possible
pruning, in Level 2 and, subject to possible pruning, fromLevel 2
into every Level 1 area that it reaches on the Level 2 distribution
tree.

Now suppose that RB1 has | earned the |location of D (attached to

ni ckname 15918), but RB3 does not know where Dis. In that case, RB3
must turn the packet into a nulti-destination packet within area
15918. In this case, care nmust be taken so that in the case in which
RB3 is not the designated transitioner between Level 2 and its area
for that multi-destination packet, but was on the unicast path, that
border TRILL switch in that area does not forward the now nulti-
destinati on packet back into Level 2. Therefore, it would be
desirable to have a marking, sonehow, that indicates the scope of
this packet’s distribution to be "only this area” (see also

Section 4).

In cases where there are nultiple transitioners for unicast packets,
the border-1Iearning node of operation requires that the address

| ear ni ng between them be shared by some protocol such as running
ESADI [RFC7357] for all Data Labels of interest to avoid excessive
unknown uni cast fl oodi ng.

The potential issue described at the end of Section 2.2.1 with trees
in the unique-nicknane alternative is elimnated wi th aggregated

ni cknames. W th aggregated nicknanes, each border TRILL switch that
will transition nulti-destination packets can have a nmappi ng between
Level 2 tree nicknanes and Level 1 tree nicknanmes. There need not
even be agreenent about the total nunmber of trees: just agreenent
that the border TRILL switch have sonme nmappi ng and repl ace the egress
TRILL switch nicknane (the tree nanme) when transitioning |evels.
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2.2.2.2. Swap Nickname Field Aggregated N cknames

There is a variant possibility where two additional fields could
exist in TRILL Data packets that could be called the "ingress swap
ni ckname field" and the "egress swap nicknane field". This variant
is described bel ow for conpleteness, but it would require fast-path
har dwar e changes fromthe existing TRILL protocol. The changes in
t he exanpl e above woul d be as foll ows:

- RB1 will have | earned the area nickname of D and the TRILL switch
ni ckname of RB4 to which Dis attached. |In encapsulating a frane
to D, it puts an area nicknanme of D (15918) in the egress ni cknane
field of the TRILL Header and puts a nicknane of RB3 (44) in an
egress swap ni cknanme field.

- RB2 noves the ingress nickname to the ingress swap ni ckname field
and inserts 15961, an area nicknane for S, into the ingress
ni ckname field.

- RB3 swaps the egress nicknane and the egress swap ni cknane fi el ds,
whi ch sets the egress nickname to 44.

- RB4 learns the correspondence between the source MAC/ VLAN of S and
the { ingress nicknane, ingress swap nicknane field } pair as it
decapsul ates and egresses the frane.

See [TRILL-1P] for a multil evel proposal using aggregated swap
ni cknames wi th a single nickname representing an area.

2.2.2.3. Conparison

The border-1|earning variant described in Section 2.2.2.1 mininizes
the change in non-border TRILL switches, but it inposes the burden on
border TRILL switches of |earning and doing | ookups in all the end-
station MAC addresses within their area(s) that are used for

conmuni cati on outside the area. This burden could be reduced by
decreasing the area size and increasing the nunber of areas.

The Swap Ni ckname Field variant described in Section 2.2.2.2
elimnates the extra address |earning burden on border TRILL

swi tches, but it requires changes to the TRILL Data packet header and
nore extensive changes to non-border TRILL switches. In particular
with this alternative, non-border TRILL switches nust learn to

associ ate both a TRILL sw tch nickname and an area ni ckname with end-
station MAC/ I abel pairs (except for addresses that are local to their
area).
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The Swap Nicknanme Field alternative is nore scal able but |ess
backward conpati ble for non-border TRILL switches. It would be
possi bl e for border and other Level 2 TRILL switches to support both
border |earning, for support of |egacy Level 1 TRILL swi tches, and
Swap Ni cknanme Field, to support Level 1 TRILL swtches that
under st ood the Swap N cknane Field nethod based on variations in the
TRI LL header; however, this would be even nore conpl ex.

The requirement to change the TRILL header and fast-path processing
to support the Swap Ni cknane Field variant make it inpractical for
the foreseeable future

2.3. Building Multi-Area Trees

It is easy to build a multi-area tree by building a tree in each area
separately, (including the Level 2 area), and then having only a
singl e-border TRILL switch, say RBx, in each area, attach to the
Level 2 area. RBx would forward all nulti-destination packets

bet ween that area and Level 2.

However, people might find this unacceptabl e because of the desire to
path split (not always sending all multi-destination traffic through
the same border TRILL switch).

This is the sane issue as with nmultiple ingress TRILL switches
injecting traffic froma pseudonode, and it can be solved with the
mechani smthat was adopted for that purpose: the affinity TLV

[ RFC7783]. For each tree in the area, at nmpost one border RB
announces itself in an affinity TLV with that tree nane.

2.4. The RPF Check for Trees

For multi-destination data originating locally in RBx's area,
conput ati on of the RPF check is done as today. For multi-destination
packets originating outside RBx's area, conputation of the RPF check
nust be done based on which one of the border TRILL sw tches (say
RB1, RB2, or RB3) injected the packet into the area.

A TRILL switch, say RB4, located inside an area, nust be able to know
whi ch of RB1, RB2, or RB3 transitioned the packet into the area from
Level 2 (or into Level 2 froman area).

This could be done using any one of a variety of nmechani sns such as
havi ng the DBRB announce the transitioner assignnents to all the
TRILL switches in the area or using the Affinity sub-TLV mechani sm
given in [RFC7783] or with a New Tree Encodi ng mechani sm di scussed in
Section 4.1.1.
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2.5. Area N cknane Acquisition

In the aggregated-ni cknane alternative, each area nmust acquire a

uni que identifier, for exanple, by acquiring a unique area nicknane
or by using an identifier based on the area’s set of border TRILL
switches. It is probably sinpler to allocate a bl ock of nicknanes
(say, the top 4000) to either (1) represent areas and not specific
TRILL switches or (2) be used by border TRILL switches if the set of
such border TRILL switches represent the area.

The ni cknanes used for area identification need to be adverti sed and
acquired through Level 2.

Wthin an area, all the border TRILL sw tches can di scover each ot her
through the Level 1 LSDB, by using the IS-1S "attached bit" [IS-1S]
or by explicitly advertising in their LSP "I am a border RBridge".

O the border TRILL switches, one will have highest priority (say
RB7). RB7 can dynanmically participate, in Level 2, to acquire a

ni ckname for identifying the area. Alternatively, RB7 could give the
area a pseudonode 1S-1S 1D, such as RB7.5, within Level 2. So an
area woul d appear, in Level 2, as a pseudonode and the pseudonode
could participate, in Level 2, to acquire a nickname for the area.

Wthin Level 2, all the border TRILL switches for an area can
advertise reachability to the area, which would nean connectivity to
a ni ckname identifying the area.

2.6. Link State Representation of Areas

Wthin an area, say area Al, there is an election for the DBRB, say
RB1. This can be done through LSPs within area Al. The border TRILL
swi t ches announce thensel ves, together with their DBRB priority.
(Note that the election of the DBRB cannot be done based on Hello
nmessages, because the border TRILL switches are not necessarily

physi cal nei ghbors of each other. They can, however, reach each

ot her through connectivity within the area, which is why it will work
to find each other through Level 1 LSPs.)

RB1 can acquire an area ni ckname (in the aggregated-ni ckname
approach), and may give the area a pseudonode I1S- 1S ID (just like the
Desi gnated RBridge (DRB) would give a pseudonode IS-ISIDto a |link)
dependi ng on how the area nicknanme is handled. RB1l advertises, in
area Al, an area nicknane that RB1 has acquired (and what the
pseudonode IS-1S ID for the area is if needed).
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Level 1 LSPs (possibly pseudonode) initiated by RBL for the area

i nclude any information external to area Al that should be input into
area Al (such as nicknanes of external areas, or perhaps (in the

uni que ni cknane variant) all the nicknanes of external TRILL swi tches
in the TRILL canpus and pruning informati on such as nulticast
listeners and labels). Al the other border TRILL switches for the
area announce (in their LSP) attachment to that area.

Wthin Level 2, RBl generates a Level 2 LSP on behalf of the area.
The sane pseudonode ID could be used within Level 1 and Level 2, for
the area. (There does not seem any reason why it would be useful for
it to be different, but there’'s also no reason why it would need to
be the sane). Likew se, all the area Al border TRILL sw tches woul d
announce, in their Level 2 LSPs, connection to the area.

3. Area Partition

It is possible for an area to becone partitioned, so that there is
still a path fromone section of the area to the other, but that path
is via the Level 2 area.

Wth multilevel TRILL, an area will naturally break into two areas in
this case.

Area addresses mght be configured to ensure two areas are not

i nadvertently connected. Area addresses appear in Hellos and LSPs
within the area. If two chunks, connected only via Level 2, were
configured with the sane area address, this would not cause any
problems. (They would just operate as separate Level 1 areas.)

A nore serious problemoccurs if the Level 2 area is partitioned in
such a way that it could be healed by using a path through a Level 1
area. TRILL will not attenpt to solve this problem Wthin the
Level 1 area, a single-border RBridge will be the DBRB, and will be
in charge of deciding which (single) RBridge will transition any
particular multi-destination packets between that area and Level 2.
If the Level 2 area is partitioned, this will result in nmulti-
destination data only reaching the portion of the TRILL canpus
reachabl e through the partition attached to the TRILL switch that
transitions that packet. It will not cause a | oop

Perl man, et al. I nf or mati onal [ Page 20]



RFC 8243 Multilevel TRILL Alternatives Sept ember 2017

4.

4.

Mul ti-Destination Scope

There are at least two reasons it would be desirable to be able to
mark a nmulti-destination packet with a scope that indicates the
packet should not exit the area, as foll ows:

1. To address an issue in the border learning variant of the
aggr egat ed- ni cknane al ternative, when a uni cast packet turns into
a nmulti-destination packet when transitioning fromLevel 2 to
Level 1, as discussed in Section 4.1.

2. To constrain the broadcast donmain for certain discovery,
directory, or service protocols as discussed in Section 4.2.

Mul ti-destination packet distribution scope restriction could be done
in a nunber of ways. For exanple, there could be a flag in the
packet that means "for this area only". However, the technique that
m ght require the | east change to TRILL switch fast-path | ogic woul d
be to indicate this in the egress nicknane that designates the

di stribution tree being used. There could be two general tree

ni cknames for each tree, one being for distribution restricted to the
area and the other being for nmulti-area trees. O there would be a
set of N (perhaps 16) special currently reserved ni cknames used to
specify the N highest priority trees but with the variation that if
the special nicknane is used for the tree, the packet is not
transitioned between areas. O one or nore special trees could be
built that were restricted to the |ocal area

1. Unicast to Multi-Destination Conversions

In the border |earning variant of the aggregated-nicknane
alternative, the followi ng situation may occur

- a unicast packet m ght be known at the Level 1 to Level 2
transition and be forwarded as a unicast packet to the | east-cost
border TRILL switch advertising connectivity to the destination
area, but

- upon arriving at the border TRILL switch, it turns out to have an
unknown destination { MAC, Data Label } pair

In this case, the packet nust be converted into a nulti-destination
packet and flooded in the destination area. However, if the border
TRILL switch doing the conversion is not the border TRILL sw tch
designated to transition the resulting multi-destination packet,
there is the danger that the designated transitioner may pick up the
packet and flood it back into Level 2 fromwhich it may be fl ooded
into nultiple areas. This danger can be avoided by restricting any
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nmul ti-destination packet that results fromsuch a conversion to the
destinati on area as described above.

Alternatively, a multi-destination packet intended only for the area
could be tunneled (within the area) to the RBridge RBx, that is the
appointed transitioner for that formof packet (say, based on VLAN or
FG), with instructions that RBx only transmt the packet within the
area, and RBx could initiate the nulti-destination packet within the
area. Since RBx introduced the packet, and is the only one all owed
to transition that packet to Level 2, this would acconplish scoping
of the packet to within the area. Since this case only occurs in the
unusual case when uni cast packets need to be turned into nmulti-
destinati on as described above, the suboptimality of tunneling

bet ween the border TRILL switch that receives the unicast packet and
the appointed | evel transitioner for that packet m ght not be an

i ssue.

4.1.1. New Tree Encoding

The current encoding, in a TRILL header of a tree, is of the nicknane
of the tree root. This requires all 16 bits of the egress ni cknane
field. TRILL could instead, for exanple, use the bottom6 bits to
encode the tree number (allowing 64 trees), leaving 10 bits to encode
i nformation such as:

scope: a flag indicating whether it should be single area only or an
entire canpus

border injector: an indicator of which of the k border TRILL
swi tches injected this packet

If TRILL were to adopt this new encoding, any of the TRILL switches
in an edge group could inject a nulti-destination packet. This would
require all TRILL switches to be changed to understand the new
encoding for a tree, and it would require a TLV in the LSP to

i ndi cate whi ch nunber each of the TRILL switches in an edge group
woul d be.

Wil e there are a nunber of advantages to this technique, it requires
fast-path |l ogi c changes; thus, its deploynment is not practical at
this time. 1t is included here for conpl eteness.

4.2. Selective Broadcast Domai n Reducti on
There are a nunber of service, discovery, and directory protocols
that, for conveni ence, are accessed via nulticast or broadcast

franes. Exanples are DHCP, the NetBlI OGS Service Location Protocol
and mul ticast DNS
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Sone such protocols provide neans to restrict distribution to an IP
subnet or equivalent to reduce size of the broadcast domain they are
using, and then they provide a proxy that can be placed in that
subnet to use unicast to access a service el sewhere. 1|n cases where
a proxy mechanismis not currently defined, it may be possible to
create one that references a central server or cache. Wth
multilevel TRILL, it is possible to construct very large |IP subnets
that could becone saturated with nulti-destination traffic of this
type unl ess packets can be further restricted in their distribution
Such restricted distribution can be acconplished for some protocols,
say protocol P, in a variety of ways including the foll ow ng:

- Either (1) at all ingress TRILL switches in an area, place al
protocol P multi-destination packets on a distribution tree in
such a way that the packets are restricted to the area or (2) at
all border TRILL switches between that area and Level 2, detect
protocol P multi-destination packets and do not transition them

- Then, place one, or a few for redundancy, protocol P proxies
i nsi de each area where protocol P may be in use. These proxies
uni cast protocol P requests or other messages to the actual canpus
server(s) for P. They al so receive unicast responses or other
nmessages fromthose servers and deliver themw thin the area via
uni cast, multicast, or broadcast as appropriate. (Such proxies
woul d not be needed if it was acceptable for all protocol P
traffic to be restricted to an area.)

VWiile it mght seemlogical to connect the canpus servers to TRILL
switches in Level 2, they could be placed within one or nobre areas so
that, in sone cases, those areas mght not require a | ocal proxy
server.

5. Coexistence with Od TRILL Switches
TRILL switches that are not nmultil evel aware nmay have a problemw th
cal cul ati ng RPF check and filtering information, since they would not
be aware of the assignnment of border TRILL switch transitioning.

A possible solution, as long as any old TRILL switches exist within
an area, is to have the border TRILL switches elect a single DBRB and

have all inter-area traffic go through the DBRB (unicast as well as
nulti-destination). |If that DBRB goes down, a new one w || be
el ected, but at any one tinme, all inter-area traffic (unicast as well

as multi-destination) would go through that one DRBR  However this
elimnates load splitting at |evel transition
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6.

Mul ti-Access Links with End Stations

Care nust be taken in the case where there are nultiple TRILL
switches on a link with one or nore end stations, keeping in m nd
that end stations are TRILL ignorant. In particular, it is essentia
that only one TRILL switch ingress/egress any given data packet from
to an end station so that connectivity is provided to that end
station without duplicating end-station data and that | oops are not
formed due to one TRILL switch egressing data in native form(i.e.
with no TRILL header) and having that data re-ingressed by anot her
TRILL switch on the link

Wth existing, single-level TRILL, this is done by electing a single
DRB per |ink, which appoints a single Appointed Forwarder per VLAN

[ RFC7177] [RFC8139]. This mechani sm depends on the RBridges
establ i shing adj acency. But, suppose there are two (or nmore) TRILL
switches on a link in different areas, say RBl1 in area Al and RB2 in
area A2, as shown bel ow; and suppose that the |ink also has one or
nore end stations attached. |If RBl and RB2 ignhore each other’s
Hel | os because they are in different areas, as they are required to
do under normal |S-1S PDU processing rules, then they will not form
an adjacency. |If they are not adjacent, they will ignore each other
for the Appointed Forwarder mechani smand will both ingress/egress
end-station traffic on the link causing | oops and duplication

The problemis not avoiding adjacency or avoiding TRl LL- Dat a- packet
transfer between RB1 and RB2; the area address nmechanismof IS-1S or
possi bly the use of topol ogy constraints (or the |like) does that
quite well. The problemstens fromend stations being TRILL

i gnorant; therefore, care nust be taken so that nultiple RBridges on
a link do not ingress the sane franme originated by an end station and
so that an RBridge does not ingress a native frane egressed by a

di fferent RBridge because the RBridge m stakes the frane for a frane
originated by an end station.
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A simple rule, which is preferred, is to use the TRILL switch or

swi tches having the | owest-nunbered area, conparing area nunbers as
unsi gned integers, to handle all native traffic to/fromend stations
on the link. This would automatically give nultilevel-ignorant

| egacy TRILL switches, that would be using area nunber zero, highest
priority for handling end-station traffic, which they would try to do
anyway.

Q her nmethods are possible. For exanple, nmaking the selection of the
Appoi nted Forwarders and the TRILL switch in charge of that selection
across all TRILL switches on the |link, regardl ess of area. However,
a special case would then have to be nmade for | egacy TRILL swi tches
usi ng area nunber zero.

These techniques require multilevel-aware TRILL switches to take
actions based on Hellos from RBridges in other areas, even though
they will not forman adjacency with such RBridges. However, the
action is quite sinple in the preferred case: if a TRILL switch sees
Hel | os from | ower-nunbered areas, then they would not act as an

Appoi nted Forwarder on the link until the Hello tiner for such Hellos
had expired

7. Summary

Thi s docunent describes potential scaling issues in TRILL and
possi bl e approaches to nultilevel TRILL as a solution or elenment of a
solution to nost of them

The alternative using aggregated-ni ckname areas in nultilevel TRILL
has significant advantages in terms of scalability over using campus-
wi de uni que ni cknanes, not just in avoiding nicknane exhaustion, but
by all owi ng RPF checks to be aggregated based on an entire area.
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10.

10.

However, the alternative of using unique nicknanmes is sinpler and
avoi ds the changes in border TRILL switches required to support
aggregated nicknanes. It is possible to support both. For exanple,
a TRILL canpus coul d use sinpler unique nicknanes until scaling
begi ns to cause problens and then start to introduce areas with

aggr egat ed ni cknanes.

Some nultilevel TRILL issues are not difficult, such as dealing with
partitioned areas. Qher issues are nore difficult, especially
dealing with old TRILL switches that are nultil evel ignorant.

Security Considerations

This informational docunment explores alternatives for the design of
multilevel 1S-1Sin TRILL and generally does not consider security
i ssues.

| f aggregated nicknanes are used in two areas that have the sane area
address, and those areas nerge, there is a possibility of a transient
ni ckname col lision that woul d not occur w th unique nicknames. Such
a collision could cause a data packet to be delivered to the wong
egress TRILL switch, but it would still not be delivered to any end
station in the wong Data Label; thus, such delivery would stil
conformto security policies.

For general TRILL security considerations, see [ RFC6325].
| ANA Consi derations

Thi s docunent does not require any | ANA acti ons.
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