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Time Capability in NETCONF
Abst r act

Thi s docunent defines a capability-based extension to the Network
Configuration Protocol (NETCONF) that allows tinme-triggered
configurati on and managenent operations. This extension allows
NETCONF clients to i nvoke configuration updates according to
schedul ed times and all ows NETCONF servers to attach tinmestanps to
the data they send to NETCONF clients.

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for exam nation, experinental inplementation, and
eval uati on.

Thi s docunent defines an Experinental Protocol for the Internet
comunity. This docunent is a product of the Internet Engineering
Task Force (IETF). It represents the consensus of the | ETF
community. It has received public review and has been approved for
publication by the Internet Engineering Steering Goup (IESG. Not
al |l docunents approved by the | ESG are a candi date for any |evel of
I nternet Standard; see Section 2 of RFC 5741.

I nformati on about the current status of this document, any errata,

and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc7758.
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1

2.

2.

| ntroducti on

The Network Configuration Protocol (NETCONF), defined in [RFC6241],
provi des mechani sms to install, manipulate, and delete the
configuration of network devices. NETCONF allows clients to
configure and nonitor NETCONF servers using renpte procedure calls
(RPCs) .

NETCONF i s asynchronous; when a client invokes an RPC, it has no
control over the time at which the RPC is executed, nor does it have
any feedback fromthe server about the execution tine.

Ti me- based configuration ([Oned ock] [Tined4]) can be a useful too
that enables an entire class of coordinated and schedul ed
configuration procedures. Time-triggered configuration allows
coordi nated network updates in multiple devices; a client can invoke
a coordinated configuration change by sending RPCs to nultiple
servers with the same schedul ed execution time. A client can also

i nvoke a tinme-based sequence of updates by sending n RPCs with n
different update tines, T1, T2, ..., Tn, determining the order in
whi ch the RPCs are executed.

This menmo defines the :tinme capability in NETCONF. This extension
allows clients to determ ne the schedul ed execution tine of RPCs they
send. It also allows a server that receives an RPC to report its
actual execution tine to the client.

The NETCONF tine capability is intended for scheduling RPCs that
shoul d be perforned in the near future, allow ng the coordination of
si mul t aneous configurati on changes or specification of an order of
configuration updates. Tine-of-day-based policies and far-future
scheduling, e.g., [Cond], are outside the scope of this nenp.

This menmo is defined for experinmental purposes and will allow the
conmmunity to experinment with the NETCONF tine capability. Based on
the Il essons learned fromthis experience, it is expected that the
NETCONF wor ki ng group will be able to consider whether to adopt the
time capability.

Conventions Used in This Docunent
1. Key Wrds
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].
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2.

2.

3.

3.

2.

Abbr evi ati ons

NETCONF Network Configuration Protoco

RPC Renpte Procedure Cal

3.

1

Ter m nol ogy

Capability [RFC6241]: A functionality that suppl enents the base
NETCONF speci fication.

Client [RFC6241]: Invokes protocol operations on a server. In
addition, a client can subscribe to receive notifications froma
server.

Execution time: The execution time of an RPC is defined as the
time at which a server conpletes the execution of an RPC, before
it sends the <rpc-reply> nessage.

Schedul ed RPC. an RPC that is scheduled to be perfornmed at a
predeterm ned tine, which is included in the <rpc> nmessage.

Schedul ed time: The scheduled tine of an RPCis the tinme at which
the RPC should be started, as determned by the client. It is the
server’s role to enforce the execution of the scheduled tine.

Server [RFC6241]: Executes protocol operations invoked by a
client. In addition, a server can send notifications to a client.

Using Tinme in NETCONF

The Tinme Capability in a Nutshel

The :time capability provides two main functions:

o

Schedul i ng:

When a client sends an RPC to a server, the <rpc> nmessage MAY

i ncl ude the schedul ed-time el ement, denoted by Ts in Figure 1
The server then executes the RPC at the scheduled time Ts; once
conpl eted, the server can respond with an RPC reply message.
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o Reporting:

When a client sends an RPC to a server, the <rpc> nmessage MAY
include a get-tinme elenment (see Figure 2), requesting the server
to return the execution tine of the RPC. In this case, after the
server perfornms the RPC, it responds with an RPC reply that

i ncl udes the execution time, Te.

RPC
execut ed \
\/
Ts
Server --------------- R ---->tine
/\ \
rpc / \ rpc-reply
(Ts)/ \
/ \/

client ------ommmm

Figure 1: Schedul ed RPC

RPC
execut ed \
\/
Te
server ------------ Fom e ---->tinme
A \
rpc / \ rpc-reply
(get-tine)/ \' (Te)
/ \/

client ------------"-"-"--"-"---"---------
Figure 2: Reporting the Execution Tine of an RPC

Example 1. A client needs to trigger a conmit at n servers, so that
the n servers performthe commt as close as possible to

simul taneously. Wthout the tine capability, the client sends a
sequence of n comit nessages; thus, each server perfornms the commt
at a different time. By using the time capability, the client can
send comrmit nmessages that are schedul ed to take place at a chosen
time Ts, for exanple, 5 seconds in the future, causing the servers to
i nvoke the conmt as close as possible to tine Ts.

Example 2. In many applications, it is desirable to nonitor events
or collect statistics regarding a common tine reference. A client
can send a set of get-config nmessages that is scheduled to be
executed at nultiple servers at the sane tine, providing a
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3.

2.

si mul t aneous systemw de view of the state of the servers. Moreover,
a client can use the get-tinme elenent in its get-config nessages,
providing a time reference to the sanpled el ement.

The scenarios of Figures 1 and 2 inply that a third scenario can al so
be supported (Figure 3), where the client invokes an RPC t hat

i ncludes a scheduled tine, Ts, as well as the get-tine elenent. This
allows the client to receive feedback about the actual execution
time, Te. ldeally, Ts=Te. However, the server may execute the RPC
at a slightly different time than Ts, for exanple, if the server is
tied up with other tasks at Ts.

RPC
execut ed \
\/
Ts Te
server ------------- R ---->tinme
/\ \
rpc / \ rpc-reply
(Ts + get-tine)/ \' (Te)
/ \/

client ------mmmmm i

Figure 3: Scheduling and Reporting
Notifications and Cancell ati on Messages
Notifications

As illustrated in Figure 1, after a scheduled RPC is executed, the
server sends an <rpc-reply>  The <rpc-reply> may arrive a | ong
period of time after the RPC was sent by the client, |eaving the
client without a clear indication of whether the RPC was received.

Thi s docunent defines a new notification, the netconf-schedul ed-
nmessage notification, which provides an i mmedi ate acknow edgenent
of the schedul ed RPC.

The <net conf - schedul ed- message> notification is sent to the client
if it is subscribed to the NETCONF notifications [ RFC6470]; as
illustrated in Figure 4, when the server receives a schedul ed RPC,
it sends a notification to the client.
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The <net conf -schedul ed- nessage> notification includes a <schedul e-
id> elenment. The <schedule-id> is a unique identifier that the
server assigns to every scheduled RPC it receives. Thus, a client
can keep track of all the pending schedul ed RPCs; a client can

uni quely identify a scheduled RPC by the tuple {server, schedul e-

id}.
RPC
execut ed \
\/
Ts
SEerver ------------------- e ---->tine
JA A \
rpc / \notifi- \ rpc-reply
(Ts)/ \cation \
/ \/ \/

client -------------imii oo
Figure 4: Scheduled RPC with Notification
Cancel | ati on Messages

A client can cancel a schedul ed RPC by sendi ng a <cancel - schedul e>
RPC. The <cancel -schedul e> RPC i ncl udes the <schedul e-i d> of the
schedul ed RPC that needs to be cancell ed.

The <cancel - schedul e> RPC, defined in this docunent, can be used
to performa coordinated all-or-none procedure, where either al
the servers performthe operation on schedule or the operation is
aborted.

Example 3. A client sends schedul ed <rpc> nessages to server 1
and server 2, both scheduled to be perforned at time Ts. Server 1
sends a notification indicating that it has successfully schedul ed
the RPC, while server 2 replies with an unknown-el ement error

[ RFC6241] that indicates that it does not support the tine
capability. The client sends a <cancel -schedul e> RPC to server 1
and receives an <rpc-reply> The nessage exchange between the
client and server 1 in this exanple is illustrated in Figure 5.
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RPC not

execut ed \
\/

Ts

SE@IrVel ----c--ceccecceccecce e e e e +- - - ---->tine
JANA /\ \
rpc / \notifi- / cancel - \ rpc-reply
(Ts)/ \cation / schedul e \
/ \/ / \/

Figure 5: Cancell ati on Message

A <cancel - schedul e> RPC MJUST NOT incl ude the schedul ed-ti ne
parameter. A server that receives a <cancel -schedul e> RPC should try
to cancel the schedule as soon as possible. If the server is unable
to cancel the scheduled RPC, for exanple, because it has already been
executed, it should respond with an <rpc-error> [ RFC6241], in which
the error-type is "protocol’, and the error-tag is 'operation-

failed

3.3. Synchronization Aspects

The tinme capability defined in this docunent requires clients and
servers to maintain clocks. It is assumed that clocks are
synchroni zed by a nethod that is outside the scope of this document,
e.g., [RFC5905] or [I|EEE1588].

Thi s docunent does not define any requirements pertaining to the
degree of accuracy of perform ng schedul ed RPCs. Note that two
factors affect how accurately the server can perform a schedul ed RPC:
one factor is the accuracy of the clock synchronizati on nethod used
to synchronize the clients and servers and the second factor is the
server’s ability to execute real-tine configuration changes, which
greatly depends on how it is inplemented. Typical networking devices
are inplenented by a conbination of hardware and software. Wile the
execution tine of a hardware nodule can typically be predicted with a
hi gh | evel of accuracy, the execution tinme of a software nodul e may
be variable and hard to predict. A configuration update would
typically require the server’s software to be invol ved, thus

af fecting how accurately the RPC can be schedul ed.

Anot her inportant aspect of synchronization is nonitoring; a client
shoul d be able to check whether a server is synchronized to a
reference time source. Typical synchronization protocols, such as
the Network Time Protocol [RFC5905], provide the means ([ RFC5907],

[ RFC7317]) to verify that a clock is synchronized to a tine reference
by querying its Managenent |Information Base (MB). The get-tine
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feature defined in this docunment (see Figure 2) allows a client to
obtain a rough estimate of the tine offset between the client’s clock
and the server’s cl ock.

Since servers do not perform configuration changes instantaneously,
the processing tinme of an RPC should not be overl ooked. The
schedul ed tinme always refers to the start tinme of the RPC, and the
execution time always refers to its conpletion tine.

3.4. Schedul ed Ti ne For mat

The schedul ed tinme and execution tine fields in <rpc> nessages use a
comon time format field.

The tinme format used in this docunent is the date-and-tine fornat,
defined in Section 5.6 of [RFC3339] and Section 3 of [RFC6991].

| eaf schedul ed-tinme {

type yang: date-and-ti ne;

description

"The tine at which the RPCis scheduled to be perforned.";
}

| eaf execution-tinme {

type yang: date-and-ti ne;

description

"The tine at which the RPC was executed.";
}

3.5. Scheduling Tol erance

When a client sends an RPC that is scheduled to Ts, the server MJST
verify that the value Ts is not too far in the past or in the future
As illustrated in Figure 6, the server verifies that Ts is within the
schedul i ng-tol erance range.
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RPC
recei ved \
\/
Ts
----- e e LI ey e AR
Cemmmmme oo s > Ko mmmm e eea oo >

sched- max- past sched-nax-future

schedul i ng tol erance
Figure 6: Scheduling Tol erance

The scheduling tolerance is determ ned by two paraneters: sched- max-
future and sched-max-past. These two paraneters use the time-
interval format (Section 3.7.), and their default value is 15
seconds.

If the scheduled tine, Ts, is within the scheduling-tolerance range,
the scheduled RPC is perfornmed; if Ts occurs in the past and within
the scheduling tol erance, the server performs the RPC as soon as
possi bl e; whereas if Ts is a future time, the server perfornms the RPC
at Ts.

If Ts is not within the scheduling-tol erance range, the schedul ed RPC
is discarded, and the server responds with an error nessage [ RFC6241]
i ncluding a bad-element error-tag. An exanple is provided in Section
5.3.

3.6. Scheduling the Near vs. Far Future

The schedul i ng bound defined by sched- max-future guarantees that
every scheduled RPC is restricted to a scheduling tinme in the near
future.

The schedul i ng mechani sm defined in this docunent is intended for
near-future scheduling, on the order of seconds. Far-future
scheduling is outside the scope of this docunent.

Example 1 is a typical exanple of using near-future scheduling; the
goal in the exanple is to performthe RPC at multiple servers at the
sanme tinme; therefore, it is best to schedule the RPC to be perforned
a few seconds in the future.
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The Chal | enges of Far-Future Scheduling

When an RPC is scheduled to be perforned at a far-future tine,
during the long period between the time at which the RPC is sent
and the tinme at which it is scheduled to be executed, the

foll owi ng erroneous events may occur:

o The server nmmy restart.

o The client’s authorization |evel may be changed.

o The client may restart and send a conflicting RPC
o Adifferent client may send a conflicting RPC

In these cases, if the server performs the schedul ed operation, it
may performan action that is inconsistent with the current
network policy or inconsistent with the currently active clients.

Near - future schedul i ng guarantees that external events, such as

t he exanpl es above, have a | ow probability of occurring during the
sched- max-future period, and even when they do, the period of
inconsistency is limted to sched-max-future, which is a short
period of tine.

The Trade-off in Setting the sched-nax-future Val ue

The sched-max-future parameter should be configured to a val ue
that is high enough to allow the client to:

1. Send the schedul ed RPC, potentially to multiple servers.

2. Receive notifications or <rpc-error> messages fromthe
server(s) or wait for a timeout and decide that if no response
has arrived then something is wong.

3. If necessary, send a cancellation nessage, potentially to
mul tiple servers.

On the other hand, sched-nmax-future should be configured to a
value that is | ow enough to allow a | ow probability of the
erroneous events above, typically on the order of a few seconds.
Note that, even if sched-max-future is configured to a | ow val ue,
it is still possible (with a |ow probability) that an erroneous
event will occur. However, this short, potentially hazardous
period is not significantly worse than in conventiona
(unschedul ed) RPCs, as even a conventional RPC may in sone cases
be executed a few seconds after it was sent by the client.
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3.

The Default Val ue of sched-max-future

The default value of sched-max-future is defined to be 15 seconds.
This duration is |ong enough to allow the schedul ed RPC to be sent
by the client, potentially to multiple servers, and in sone cases
to send a cancel |l ati on nmessage, as described in Section 3.2. On
the other hand, the 15-second duration yields a very | ow
probability of a reboot or a perm ssion change.

Ti me-I nterval Format

The tinme-interval format is used for representing the length of a
time interval and is based on the date-and-tine format. It is used
for representing the scheduling tol erance paraneters, as described in
the previous section.

VWi le the date-and-tine type uniquely represents a specific point in
time, the tinme-interval type defined bel ow can be used to represent
the length of a tine interval w thout specifying a specific date.

The tine-interval type is defined as foll ows:

typedef time-interval ({

type string {
pattern '\d{2}:\d{2}:\d{2}(\.\d+) ?";
}

description
"Defines a time interval, up to 24 hours.
The format is specified as HH nm ss. f,
consisting of two digits for hours,
two digits for minutes, two digits
for seconds, and zero or nore digits
representing second fractions.";

}
Exanpl e

The sched-nmax-future paraneter is defined (Appendix A) as a tine-
interval, as foll ows:

| eaf sched-max-future {
type tinme-interval
def aul t 00: 00: 15. 0;

}

The default value specified for sched-max-future is 0 hours, O
m nut es, and 15 seconds.
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4.

Time Capability

The structure of this section is as defined in Appendix D of
[ RFC6241] .

4.1.

Overvi ew

A server that supports the tine capability can performtine-triggered
operations as defined in this document.

A server inplementing the :tine capability:

o

4. 2.

MUST support the ability to receive <rpc> nessages that include a
time elenent and performa tine-triggered operati on accordingly.

MUST support the ability to include a time element in the <rpc-
repl y> nessages that it transmts.

Dependenci es

Wth-defaults Capability

4. 3.

The tine-capability YANG nodul e (Appendi x A) uses default val ues;
thus, it is assuned that the with-defaults capability [RFC6243] is
support ed.

Capability ldentifier

The :time capability is identified by the followi ng capability
string:

urn:ietf:params: netconf:capability:time:1.0

4.4.

New Oper ati ons

<cancel - schedul e>

The <cancel -schedul e> RPC is used for cancelling an RPC that was
previ ously schedul ed.

A <cancel - schedul e> RPC MJST i ncl ude the <cancel | ed- message-i d>
el ement, which specifies the nessage | D of the schedul ed RPC t hat
needs to be cancell ed.

A <cancel - schedul e> RPC MAY include the <get-time> element. In
this case, the <rpc-reply> includes the <execution-tinme> el enent,
specifying the tine at which the schedul ed RPC was cancel | ed.
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4.5.

4.5.

Modi fications to Existing Operations

Af fected Operations

The :time capability defined in this meno can be applied to any of
the follow ng operations:

o

(0]

o

(0]

get-config
get
copy-config
edit-config
del ete-config
| ock

unl ock

comi t

Three new el ements are added to each of these operations:

o

<schedul ed-time> This elenent is added to the input of each
operation, indicating the tine at which the server is scheduled to
i nvoke the operation. Every <rpc> nmessage MAY include the
<schedul ed-time> el enent. A server that supports the :tine
capability and receives an <rpc> nessage with a <schedul ed-ti ne>
el ement MJUST performthe operation as close as possible to the
schedul ed ti ne.

The <schedul ed-ti me> el ement uses the date-and-tine fornat
(Section 3.4.).

<get-tine> This elenment is added to the input of each operation
An <rpc> nessage MAY include a <get-time> elenent, indicating that
the server MJST include an <execution-tinme> elenment inits
correspondi ng <rpc-reply>.

<execution-tinme> This elenent is added to the output of each
operation, indicating the tine at which the server conpleted the
operation. An <rpc-reply> MAY include the <execution-tinme>
element. A server that supports the :time capability and receives
an operation with the <get-tinme> el ement MJST include the
execution tine in its response.

M zrahi & Mdses Experi ment al [ Page 15]



RFC 7758 Time Capability in NETCONF February 2016

The <execution-tine> el enent uses the date-and-tine fornmat
(Section 3.4.).

4.5.2. Processing Schedul ed Operations

A server that receives a scheduled RPC MJUST start executing the RPC
as close as possible to its schedul ed execution tine.

If a session between a client and a server is term nated, the server
MUST cancel all pending schedul ed RPCs that were received in this
sessi on.

Schedul ed RPCs are processed serially, in an order that is defined by
their scheduled tines. Thus, the server sends <rpc-reply> nmessages
to schedul ed RPCs according to the order of their corresponding
schedules. Note that this is a nodification to the behavior defined
in [ RFC6241], which states that replies are sent in the order the
requests were received. Interoperability with [RFC6241] is
guaranteed by the NETCONF capability exchange; a server that does not
support the :tinme capability responds to RPCs in the order the
requests were received. A server that supports the :tine capability
replies to conventional (non-scheduled) RPCs in the order they were
received and replies to scheduled RPCs in the order of their
schedul ed ti mes.

If a server receives two or nore RPCs that are schedul ed to be
performed at the sanme tine, the server executes the RPCs serially in
an arbitrary order.

4.6. Interactions with Gther Capabilities
Confirmed Conmit Capability

The confirmed comit capability is defined in Section 8.4 of
[ RFC6241]. According to that docunent, a confirmed <conmt>
operation MJST be reverted if a confirmng commt is not issued
within the tineout period (which is 600 seconds by default).

When the tine capability is supported, and a confirmed <conmit>
operation is used with the <schedul ed-ti me> el ement, the
confirmation timeout MJUST be counted fromthe schedul ed tine,
i.e., the client begins the tinmeout neasurenent starting at the
schedul ed ti me.
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5. Exanpl es
5.1. <schedul ed-ti me> Exanpl e

The foll owi ng exanpl e extends the exanple presented in Section 7.2 of
[ RFC6241] by adding the tine capability. 1In this exanple, the
<schedul ed-time> el enent is used to specify the schedul ed execution
time of the configuration update (as shown in Figure 1).

<rpc message-i d="101"
xm ns="urn:ietf:parans: xm : ns: net conf: base: 1. 0" >
<edit-config>
<t ar get >
<runni ng/ >
</target>
<schedul ed-ti me
xm ns="urn:ietf:paranms: xm :ns:yang:ietf-netconf-tinme">
2015- 10- 21T04: 29: 00. 2352
</ schedul ed-ti me>
<confi g>
<top xm ns="http://exanpl e.com schema/ 1. 2/ config">
<interface>
<nane>Et her net 0/ 0</ name>
<mt u>1500</ nt u>
</interface>
</top>
</ config>
</ edit-config>
</rpc>

<rpc-reply nessage-id="101"
xm ns="urn:ietf:parans: xm : ns: netconf: base: 1. 0">
<ok/ >
</rpc-reply>
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5.2. <get-tinme> Exanple

The following exanple is simlar to the one presented in Section 5.1,
except that, in this exanple, the client includes a <get-tine>
element in its RPC and the server consequently responds with an
<execution-tinme> el enent (as shown in Figure 2).

<rpc nessage-i d="101"
xm ns="urn:ietf:parans: xm :ns: netconf: base: 1. 0">
<edit-config>
<t ar get >
<runni ng/ >
</target>
<get-tine
xm ns="urn:ietf:parans: xm :ns:yang:ietf-netconf-tinme">
</get-time>
<confi g>
<top xm ns="http://exanpl e.com schema/ 1. 2/ config">
<interface>
<nane>Et her net 0/ 0</ name>
<nt u>1500</ nt u>
</interface>
</top>
</ config>
</edit-config>
</rpc>

<rpc-reply nmessage-id="101"
xm ns="urn:ietf:parans: xm :ns: net conf: base: 1. 0" >
<ok/ >
<execution-time>
2015-10-21T04: 29: 00. 2357
</ execution-tinme>
</rpc-reply>
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5.3. FError Exanple

The foll owi ng exanpl e presents a scenario in which the schedul ed-tine
is not within the scheduling tolerance, i.e., it is too far in the
past; therefore, an <rpc-error> is returned.

<rpc nessage-i d="101"
xm ns="urn:ietf:parans: xm : ns: netconf: base: 1. 0">
<edit-config>
<t ar get >
<runni ng/ >
</target>
<schedul ed-ti e
xm ns="urn:ietf:parans: xm :ns:yang:ietf-netconf-tine">
2010- 10- 21T04: 29: 00. 2357
</ schedul ed-ti me>
<confi g>
<top xm ns="http://exanpl e.com schema/ 1. 2/ config">
<interface>
<nane>Et her net 0/ 0</ name>
<nt u>1500</ nt u>
</interface>
</top>
</ config>
</edit-config>
</rpc>

<rpc-reply nmessage-id="101"
xm ns="urn:ietf:parans: xm :ns: net conf: base: 1. 0" >
<rpc-error>
<error-type>application</error-type>
<error-tag>bad-el enent</error-tag>
<error-severity>error</error-severity>
<error-info>
<bad- el ement >schedul ed-t i ne</ bad- el enent >
</error-info>
</rpc-error>
</rpc-reply>

6. Security Considerations
6.1. GCeneral Security Considerations

The security considerati ons of the NETCONF protocol in general are
di scussed in [ RFC6241].
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The usage of the tine capability defined in this docunent can assi st
an attacker in gathering information about the system such as the
exact time of future configuration changes. Moreover, the tine

el ements can potentially allow an attacker to |earn information about
the systemi s performance. Furthernore, an attacker that sends
mal i ci ous <rpc> nmessages can use the tine capability to anplify her
attack; for exanple, by sending multiple <rpc> nessages with the sane
scheduled tinme. It is inportant to note that the security mneasures
descri bed in [RFC6241] can prevent these vulnerabilities.

The tine capability relies on an underlying time synchronization
protocol. Thus, by attacking the tine protocol, an attack can
potentially conprom se NETCONF when using the tine capability. A
detail ed di scussion about the threats against time protocols and how
to nmitigate themis presented in [ RFC7384].

The tine capability can allow an attacker to attack a NETCONF server
by sending malicious RPCs that are scheduled to take place in the
future. For exanple, an attacker can send multiple schedul ed RPCs
that are scheduled to be perfornmed at the sane tinme. Another
possible attack is to send a | arge nunber of scheduled RPCs to a
NETCONF server, potentially causing the server’s buffers to overfl ow
These attacks can be mitigated by a carefully desi gned NETCONF
server; when a server receives a schedul ed RPC that exceeds its
currently avail able resources, it should reply with an <rpc-error>
and di scard the schedul ed RPC

Note that if an attacker has been detected and revoked, its future
schedul ed RPCs are not executed; as defined in Section 4.5.2, once
the session with the attacker has been term nated, the correspondi ng
schedul ed RPCs are discarded.

6.2. YANG Modul e Security Considerations
This menmo defines a new YANG nodul e, as specified in Appendi x A

The YANG nodul e defined in this neno is designed to be accessed via
the NETCONF protocol [RFC6241]. The |owest NETCONF | ayer is the
secure transport layer and the mandatory-to-inpl ement secure
transport is Secure SHell (SSH) [RFC6242]. The NETCONF access
control nodel [RFC6536] provides the nmeans to restrict access for
particul ar NETCONF users to a preconfigured subset of all avail able
NETCONF protocol operations and content.

Thi s YANG nodul e defi nes <sched- max-future> and <sched- max- past >,
which are witabl e/creatabl e/del etable. These data nodes may be
consi dered sensitive or vulnerable in some network environments. An
attacker may attenpt to maliciously configure these paraneters to a
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| ow val ue, thereby causing all schedul ed RPCs to be discarded. For
instance, if a client expects <sched-max-future> to be 15 seconds,
but in practice it is maliciously configured to 1 second, then a
legitimate scheduled RPC that is scheduled to be perforned 5 seconds
in the future will be discarded by the server.

Thi s YANG nodul e defines the <cancel -schedul e> RPC. This RPC may be
consi dered sensitive or vul nerable in some network environnents.
Since the value of the <schedule-id>is known to all the clients that
are subscribed to notifications fromthe server, the <cancel -
schedul e> RPC may be used maliciously to attack servers by cancelling
their pending RPCs. This attack is addressed in two |layers: (i)
security at the transport layer, linting the attack only to clients
that have successfully initiated a secure session with the server,
and (ii) the authorization level required to cancel an RPC shoul d be
the sane as the level required to schedule it, limting the attack
only to attackers with an authorization level that is equal to or
hi gher than that of the client that initiated the schedul ed RPC

7. | ANA Consi derations

The follow ng capability identifier URN has been registered in the
"Net wor k Configuration Protocol (NETCONF) Capability URNs" registry:

urn:ietf:parans:netconf:capability:time:1.0

The foll owi ng XM. nanmespace URN has been registered in the "I ETF XM
Regi stry", following the format defined in [ RFC3688]:

URI: urn:ietf:parans:xm:ns:yang:ietf-netconf-tine
Regi strant Contact: The | ESG
XM.: N A, the requested URI is an XML nanespace

The foll owi ng nbdul e nane has been registered in the "YANG Mdul e
Nanes" registry, defined in [ RFC6020].

nane: ietf-netconf-tine
prefix: nct
nanespace: urn:ietf:parans:xm:ns:yang:ietf-netconf-tine

RFC. 7758
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Appendi x A, YANG Modul e for the Tine Capability
This section is normative.
<CODE BEG NS> file "ietf-netconf-ti me@016-01-26.yang"
nodul e ietf-netconf-tinme {
nanespace "urn:ietf:parans: xm:ns:yang:ietf-netconf-time";

prefix nct;
i mport ietf-netconf { prefix nc; }

import ietf-yang-types { prefix yang; }
i mport ietf-netconf-monitoring { prefix ncn }

or gani zati on
"1 ETF";

cont act
"Editor: Tal M zrabhi
<dew@ x. technion. ac.il >
Edi t or: Yoram Mbses
<npbses@e. technion.ac.il>";

description
"Thi s nmodul e defines a capability-based extension to the
Net wor k Configuration Protocol (NETCONF) that allows
time-triggered configurati on and nmanagenent operati ons.
This extension allows NETCONF clients to i nvoke configuration
updat es according to schedul ed tinmes and all ows NETCONF
servers to attach timestanps to the data they send to NETCONF
clients.

Copyright (c) 2016 | ETF Trust and the persons identified as
the authors of the code. Al rights reserved.

Redi stri bution and use in source and binary forms, with or

wi t hout nodification, is permtted pursuant to, and subject
to the license terms contained in, the Sinplified BSD Li cense
set forth in Section 4.c of the | ETF Trust’s Legal Provisions
Rel ating to | ETF Docunents
(http://trustee.ietf.org/license-info).";

revi sion 2016-01-26 {

description
"Initial version.";
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reference
"RFC 7758:
Time Capability in NETCONF";
}

typedef time-interval {
type string {
pattern '\d{2}:\d{2}:\d{2}(\.\d+) ?";
}

description
"Defines a time interval, up to 24 hours.
The format is specified as HH. nm ss. f,
consisting of two digits for hours,
two digits for minutes, two digits
for seconds, and zero or nore digits
representing second fractions.";

}

groupi ng schedul i ng-tol erance-paraneters {
| eaf sched-max-future {
type tinme-interval
default 00:00: 15. 0;
description
"When the scheduled tine is in the future, i.e., greater

than the present tine, this | eaf defines the naxinal
di fference between the scheduled tine

and the present tinme that the server is willing to
accept. If the difference exceeds this nunmber, the
server responds with an error.";

}

| eaf sched- max- past {

type tinme-interval

default 00:00: 15. 0;

description
"When the scheduled tine is in the past, i.e., less
than the present tine, this | eaf defines the naxinal
di fference between the present tine
and the scheduled tine that the server is willing to
accept. |If the difference exceeds this number, the
server responds with an error.";

}

description
"Contains the paraneters of the scheduling tol erance.";

/1l extending the get-config operation
augnent /nc:get-config/nc:input {
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| eaf schedul ed-tinme {
type yang: date-and-ti ne;
description
"The tine at which the RPCis scheduled to be perforned.”;
}

| eaf get-tinme {
type enpty;
description
"Indi cates that the rpc-reply should include the
execution-tinme.";

}

description
"Adds the time elenent to <get-config>.";
}

augnent /nc:get-config/nc:output {
| eaf execution-tinme {
type yang: date-and-ti ne;
description
"The tine at which the RPC was executed.";
}

description
"Adds the time elenent to <get-config>.";
}

augnment /nc:get/nc:input {
| eaf schedul ed-tinme {
type yang: date-and-ti ne;
description
"The tine at which the RPC is scheduled to be perforned.";
}

| eaf get-tinme {
type enpty,
description
"I ndicates that the rpc-reply should include the
execution-tinme.";

}

description
"Adds the time element to <get>.";
}

augnment /nc:get/nc:out put {
| eaf execution-tinme {
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type yang: date-and-ti ne;
description
"The tine at which the RPC was executed.";
}

description
"Adds the tine elenment to <get>.";
}

augment /nc: copy-config/nc:input {
| eaf schedul ed-tinme {
type yang: date-and-ti ne;
description
"The tine at which the RPCis scheduled to be perforned.";
}

| eaf get-time {
type enpty;
description
"I ndicates that the rpc-reply should include the
execution-tinme.";

}

description
"Adds the tine elenment to <copy-config>.";
}

augnment /nc: copy-config/nc: out put {
| eaf execution-tinme {
type yang: date-and-ti ne;
description
"The tine at which the RPC was executed.";
}

description
"Adds the tine element to <copy-config>.";
}

augrment /nc:edit-config/nc:input {
| eaf schedul ed-time {
type yang: date-and-ti ne;
description
"The tine at which the RPCis scheduled to be perfornmed.”;
}

| eaf get-time {

type enpty;
description
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"I ndicates that the rpc-reply should include the
execution-tine.";

}

description
"Adds the tine element to <edit-config>.";
}

augrment /nc:edit-config/nc:output {
| eaf execution-time {
type yang: date-and-ti ne;
description
"The tine at which the RPC was executed.";

}

description
"Adds the tine element to <edit-config>.";
}

augnment /nc: del ete-config/nc:input {
| eaf schedul ed-tinme {
type yang: date-and-ti ne;
description
"The tine at which the RPCis scheduled to be perfornmed.";

}

| eaf get-time {
type enpty;
description
"I ndicates that the rpc-reply should include the
execution-tinme.";

}

description
"Adds the tine element to <del ete-config>.";
}

augnment /nc: del ete-confi g/ nc: out put {
| eaf execution-time {
type yang: date-and-ti ne;
description
"The tine at which the RPC was executed.";
}
description
"Adds the time elenent to <del ete-config>.";
}

augnent /nc: |l ock/nc:input {
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| eaf schedul ed-tinme {
type yang: date-and-ti ne;
description
"The tine at which the RPCis scheduled to be perforned.”;
}

| eaf get-tinme {
type enpty;
description
"Indi cates that the rpc-reply should include the
execution-tinme.";

}

description
"Adds the tinme element to <lock>.";
}
augnment /nc: | ock/ nc: output {
| eaf execution-tinme {
type yang: date-and-ti ne;
description
"The tine at which the RPC was executed.";
}

description
"Adds the tinme elenment to <l ock>.";
}

augrment /nc: unl ock/ nc:input {
| eaf schedul ed-tinme {
type yang: date-and-ti ne;
description
"The tine at which the RPCis scheduled to be perforned.";
}

| eaf get-time {
type enpty;
description
"I ndicates that the rpc-reply should include the
execution-tinme.";

}

description
"Adds the time el ement to <unl ock>.";
}

augnment /nc: unl ock/ nc: out put {
| eaf execution-tinme {
type yang: date-and-ti ne;
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description
"The tinme at which the RPC was executed.";

}

description
"Adds the time el ement to <unl ock>.";

augnment /nc:comit/nc:input {
| eaf schedul ed-tinme {
type yang: date-and-ti ne;
description
"The tine at which the RPCis scheduled to be perfornmed.";

}

| eaf get-time {
type enpty;
description
"Indicates that the rpc-reply should include the
execution-tinme.";

}

description
"Adds the tinme elenent to <commt>.";
}

augnment /nc:comit/nc: out put {
| eaf execution-time {
type yang: date-and-ti ne;
description
"The tine at which the RPC was executed.";

}

description
"Adds the tinme elenent to <commt>.";
}

augnment /ncmnetconf-state {
cont ai ner schedul i ng-tol erance {
uses schedul i ng-tol erance- paraneters;
description
"The scheduling tol erance when the time capability
is enabled.";
}
description
"The scheduling tol erance of the server.";
}

rpc cancel -schedul e {
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description
"Cancel s a schedul ed nessage.";

reference
"RFC 7758:
Time Capability in NETCONF";
i nput {
| eaf cancel | ed- nessage-id {
type string;

description
"The 1D of the nessage to be cancelled.”;
}

| eaf get-tinme {
type enpty;
description
"Indi cates that the rpc-reply shoul d include
the execution-tine.";

}

out put {
| eaf execution-time {
type yang: date-and-ti ne;
description
"The tine at which the RPC was executed.";
}

}
}

notification netconf-schedul ed- nessage {
| eaf schedul e-id {
type string;
description
"The 1D of the schedul ed nessage.";

}

| eaf schedul ed-tinme {

type yang: date-and-ti ne;

description

"The tine at which the RPC is scheduled to be perforned.";

}
description

"I ndi cates that a schedul ed nessage was received.";
reference

"RFC 7758:

Time Capability in NETCONF";
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