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1. Introduction

The primary purpose of this docunent is to give guidance in the use
of the Routing Protocol for Low Power and Lossy Networks (RPL)
protocol suite in two application donains:

0 Hone automation
0 Building automation

The guidance is based on the features required by the requirenents
docunents "Home Autonmation Routing Requirenments in Low Power and
Lossy Networks" [RFC5826] and "Buil di ng Autonmati on Routing

Requi renments in Low Power and Lossy Networks" [RFC5867],
respectively. The Advanced Metering Infrastructure is also

consi dered where appropriate. The applicability domains distinguish
thenselves in the way they are operated, their performance

requi renents, and the nost likely network structures. An abstract
set of distinct comunication paradigns is then used to frame the
applicability domains.
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Hone automation and buil di ng automati on applicati on domai ns share a
substantial nunber of properties:

o In both dommins, the network can be di sconnected fromthe ISP and
must still continue to provide control to the occupants of the
home or building. Routing needs to be possible independent of the
exi stence of a border router.

0 Both domains are subject to unreliable |links but require instant
and very reliable reactions. This has an inpact on routing
because of tineliness and nultipath routing.

The differences between the two application domains nostly appear in
conmi ssi oni ng, nai ntenance, and the user interface, which do not
typically affect routing. Therefore, the focus of this applicability
docunent is on reliability, tineliness, and | ocal routing.

It should be noted that adherence to the guidance in this docunent
does not necessarily guarantee fully interoperable solutions in hone
aut omati on networks and buil ding control networks and that additiona
ri gorous and nanaged prograns will be needed to ensure

i nteroperability.

1.1. Relationship to O her Docunents

The Routing Over Low power and Lossy networks (ROLL) working group
has specified a set of routing protocols for Low Power and Lossy

Net wor ks (LLNs) [RFC6550]. This applicability text describes a
subset of those protocols and the conditions under which the subset
is appropriate, and it provides recomendations and requirenents for
the acconpanyi ng paraneter val ue ranges.

In addition, [RFC6997] was witten specifically as an extension to
core RPL [ RFC6550] and provides a solution for reactive discovery of
poi nt-to-point routes in LLNs. The present applicability docunent
provi des reconmendati ons and requirenents for the acconpanying

par amet er val ue ranges.

[ RFC7416] describes a comon set of security threats. The
applicability statements provided in Section 4.1.8.2.2 of this
docunent conpl enent [ RFC7416] by describing preferred security
settings and solutions within the applicability statenent conditions.
This applicability statenent recomrends |ighter-weight security

sol utions appropriate for home and buil di ng environnents and

i ndi cates why these sol utions are appropriate.
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1.2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Additionally, this docurment uses termnology from [ RFC6997],
[ RFC7731], [RFC7102], [|EEE802.15.4], and [ RFC6550] .

1.3. Required Reading

Applicable requirenents are described in [ RFC5826] and [ RFC5867]. A
survey of the application field is described in [ BC Survey].

1.4. Requirements That Are Qut of Scope

The considered network dianmeter is limted to a nmaxi mum di aneter of
10 hops and a typical dianmeter of five hops; this captures the nost
conmon cases in home autonmation and buil ding control networks.

Thi s docunent does not consider the applicability of RPL-rel ated
specifications for urban and industrial applications [ RFC5548]
[ RFC5673], which may exhibit significantly |arger network di aneters.

2. Deploynment Scenario

The use of comunications networks in buildings is essential to
sati sfy energy-saving regul ations. Environnental conditions of
bui | di ngs can be adapted to suit the confort of the individuals
present inside. Consequently, when no one is present, energy
consunpti on can be reduced. Cost is the nain driving factor behind
depl oyment of wireless networking in buildings, especially in the
case of retrofitting, where wireless connectivity saves costs

i ncurred due to cabling and buil ding nodifications.

A typical hone automation network is conprised of |ess than

100 nodes. Large buil ding depl oynents nay span 10, 000 nodes, but to
ensure uninterrupted service of light and air conditioning systems in
i ndi vi dual zones of the building, nodes are typically organized in
subnetworks. Each subnetwork in a building autonmation depl oynent
typically contains tens to hundreds of nodes and, for critica
operations, nmay operate independently fromthe other subnetworks.

The main purpose of the hone or building automation network is to
provi de control over light and heating/cooling resources. User
intervention via wall controllers is conbined with nmovenent, |ight
and tenperature sensors to enabl e automatic adjustnment of w ndow
blinds, reduction of roomtenperature, etc. 1In general, the sensors
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and actuators in a hone or building typically have fixed physica
| ocations and will remain in the same hone or buil di ng automation
net wor k.

Peopl e expect an inmediate and reliable response to their presence or
actions. For exanple, a light not switching on after entry into a
roomnay |ead to confusion and a profound dissatisfaction with the

i ghting product.

Moni toring of functional correctness is at |least as inportant as
timely responses. Devices typically conmmunicate their status
regul arly and send al arm nmessages to notify users or inplenenters
that a mal function of controlled equi pnent or a controlled network
has occurred.

In building control, the infrastructure of the buil di ng managenent
network can be shared with security/access, Internet Protocol (IP)

tel ephony, and fire/alarmnetworks. This approach has a positive

i npact on the operation and cost of the network; however, care should
be taken to ensure that the availability of the building managenent
networ k does not becone conprom sed beyond the ability of critica
functions to perform adequately.

In hones, the entertainment network for audi o/video stream ng and
gam ng has different requirenents, where the nost inportant

requi rement is the need for high bandw dth not typically needed for
home or building control. It is therefore expected that the
entertai nment network in the home will npstly be separate fromthe
control network, as this will also |lessen the inmpact on the
availability of the control network.

2.1. Network Topol ogi es

In general, the home automation network or building control network

consi sts of wired and wirel ess subnetworks. In large buildings in
particular, the wrel ess subnetworks can be connected to an IP
backbone network where all infrastructure services (e.g., Donain Nane

System (DNS), automation servers) are |ocated
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The wirel ess subnetwork can be configured according to any of the
fol |l owi ng topol ogi es:

o A stand-al one network of 10-100 nodes without a border router.
This typically occurs in the home with a stand-al one contro
network, in |owcost buildings, and during installation of
hi gh-end control systens in buildings.

o A connected network with one border router. This configuration
wi || happen in homes where hone appliances are controlled from
out side the honme, possibly via a smart phone, and in many buil di ng
control scenari os.

o A connected network with nultiple border routers. This will
typically happen in installations of |arge buildings.

Many of the nodes are battery powered and may be sl eepi ng nodes that
wake up according to clock signals or external events.

In a building control network, for a large installation with nultiple
border routers, subnetworks often overlap both geographically and
froma wrel ess coverage perspective. Due to two purposes of the
network -- (i) direct control and (ii) nonitoring -- there may exi st
two types of routing topologies in a given subnetwork:

(i) a tree-shaped collection of routes spanning froma centra

buil ding controller via the border router, on to destination nodes in
the subnetwork, and (ii) a flat, undirected collection of
intra-network routes between functionally rel ated nodes in the
subnet wor k.

The majority of nodes in hone and buil ding automati on networks are
typically Odass 0 devices [ RFC7228], such as individual wall
switches. Only a few nodes (such as nulti-purpose renpte controls)
are nore expensive Cass 1 devices, which can afford nore nmenory
capacity.

2.2. Traffic Characteristics

Traffic may enter the network originating froma central controller
or it may originate froman intra-network node. The majority of
traffic is of a |ightweight point-to-point control style, e.g.
Put - Ack or Get-Response. There are, however, exceptions. Bulk data
transfer is used for firmvare updates and | oggi ng, where firnmnare
updates enter the network and | ogs | eave the network. G oup

comuni cation is used for service discovery or to control groups of
nodes, such as light fixtures.
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Oten, there is a direct physical relationship between a controlling
sensor and the controlled equi prment. For exanple, the tenperature
sensor and roomcontroller are located in the same room sharing the
same climte conditions. Consequently, the bulk of senders and
receivers are separated by a distance that all ows one-hop direct path
conmuni cation. A graph of the communication will show several fully
connect ed subsets of nodes. However, due to interference, nultipath
fading, reflection, and other transm ssion mechani sms, the one-hop
direct path nay be tenporarily disconnected. For reliability
purposes, it is therefore essential that alternative n-hop

conmuni cati on routes exist for quick error recovery. (See Appendix B
for notivation.)

Looki ng over tine periods of a day, the networks are very lightly

| oaded. However, bursts of traffic can be generated by, for exanple,
i ncessant pushing of the button of a rennte control, the occurrence
of a defect, and other unforeseen events. Under those conditions,
the timeliness nust neverthel ess be naintained. Therefore, neasures
are necessary to renmove any unnecessary traffic. Short routes are
preferred. Long multi-hop routes via the border router should be
avoi ded whenever possible.

Group comunication is essential for lighting control. For exanple
once the presence of a person is detected in a given room |ighting
control applies to that roomonly, and no other l|ights should be

di nmed or switched on/off. 1In many cases, this neans that a
mul ti cast nessage with a one-hop and two-hop radius would suffice to
control the required lights. The sane argunment hol ds for Heating,
Ventilating, and Air Conditioning (HYAC) and other climate-contro
devices. To reduce network load, it is advisable that nessages to
the lights in a roomare not distributed any further in the nesh than
necessary, based on intended receivers.

[OFfice-Light] provides an exanple of an office space, and
[CccuSwi t ch] describes the current use of wireless lighting contro
products.

2.2.1. Genera

Al t hough air conditioning and ot her environnmental -contro

applications may accept response del ays of tens of seconds or |onger
alarmand |ight control applications may be regarded as soft

real -tinme systens. A slight delay is acceptable, but the perceived
quality of service degrades significantly if response tines exceed
250 ns. If the light does not turn on at short notice, a user may
activate the controls again, thus causing a sequence of comuands such
as Light{on,off,on,off,...} or Volunme{up, up,up,up,up,...}. In
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addition, the repetitive sending of commands creates an unnecessary
| oadi ng of the network, which in turn increases the poor
responsi veness of the network.

2.2.2. Source-Sink (SS) Comruni cation Paradi gm

This paradigmtransl ates to nmany sources sendi ng nessages to the sane
sink, sonetinmes reachable via the border router. As such

Source-Sink (SS) traffic can be present in home and buil di ng
networks. The traffic nay be generated by environmental sensors
(often present in a wireless subnetwork) that push periodic readings
to a central server. The readings may be used for pure |ogging or
nore often, processed to adjust |light, heating, and ventilation

Al arm sensors may al so generate SS-style traffic. The central server
in a hone automation network will be connected nostly to a wired
networ k segment of the home network, although it is likely that cloud
services will also be used. The central server in a building

aut omati on network may be connected to a backbone or placed outside
the buil di ng.

Wth regard to nmessage | atency, nost SS transnissions can tolerate
wor st - case del ays nmeasured in tens of seconds. Fire detectors,
however, represent an exception; for exanmple, special provisions with
respect to the location of the fire detectors and snoke danpers need
to be put in place to neet stringent delay requirenents that are
measured i n seconds.

2.2.3. Publish-Subscribe (PS, or Pub/Sub) Comunication Paradi gm

This paradigmtransl ates to a nunber of devices expressing their
interest in a service provided by a server device. For example, a
server device can be a sensor delivering tenperature readi ngs on the
basis of delivery criteria, like changes in acquisition value or age
of the latest acquisition. 1In building automati on networks, this
paradi gm may be closely related to the SS paradigm given that
servers, which are connected to the backbone or outside the building,
can subscribe to data collectors that are present at strategic places
in the building automati on network. The use of PS will probably
differ significantly frominstallation to installation.

2.2.4. Peer-to-Peer (P2P) Comuni cation Paradi gm

This paradigmtranslates to a device transferring data to anot her
devi ce often connected to the same subnetwork. Peer-to-Peer (P2P)
traffic is a common traffic type in home autonation networks. Mst
bui | di ng aut omati on networks rely on P2P traffic as described in the
next paragraph. Oher building automation networks rely on P2P
control traffic between controls and a local controller box for
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advanced group control. A local controller box can be further
connected to service control boxes, thus generating nore SS or PS
traffic.

P2P traffic is typically generated by rempte controls and wal
controllers that push Control Messages directly to light or heat
sources. P2P traffic has a stringent requirenent for |ow |atency,
since P2P traffic often carries application nessages that are invoked
by humans. As nentioned in Section 2.2.1, application nmessages
shoul d be delivered within a few hundred m|1liseconds, even when
connections fail nomentarily.

2.2.5. Peer-to-Miltipeer (P2MP) Comruni cation Paradi gm

This paradigmtransl ates to a device sending a nmessage as nany tinmes
as there are destination devices. Peer-to-Miltipeer (P2MP) traffic
is conmon in hone and buil ding automati on networks. Often, a
thernostat in a living roomresponds to tenperature changes by
sendi ng tenperature acquisitions to several fans and val ves
consecutively. This paradigmis also closely related to the PS
paradigmin the case where a single server device has multiple
subscri bers.

2.2.6. Additional Considerations: Duocast and N- Cast

This paradigmtransl ates to a device sending a nessage to nany
destinations in one network transfer invocation. Milticast is well
suited for lighting where a presence sensor sends a presence nessage
to a set of lighting devices. Milticast increases the probability
that the nmessage is delivered within strict tinme constraints. The
recomended multicast algorithm (e.g., [RFC7/731]) provides a
mechani sm for delivering nmessages to all intended destinations.

2.2.7. RPL Applicability per Comunication Paradi gm

In the case of the SS paradigmapplied to a wirel ess subnetwork to a
server reachable via a border router, the use of RPL [ RFC6550] in
non-storing node is appropriate. Gven the |ow resources of the

devi ces, source routing will be used fromthe border router to the
destination in the wireless subnetwork for nessages generated outside
the mesh network. No specific timng constraints are associated with
the SS-type nessages, so network repair does not violate the
operational constraints. Wen no SS traffic takes place, it is good
practice to load only RPL code that enabl es the P2P nbode of operation
[ RFC6997] to reduce the code size and satisfy nenory requirenents.
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To assure responsiveness, P2P-RPL [RFC6997] is required for all P2P
and P2MP traffic taking place between nodes within a wirel ess
subnetwork (excluding the border router). Source and destination
devices are typically physically close, based on room | ayout.
Consequently, nmost P2P and P2MP traffic is one-hop or two-hop
traffic. Appendix Aidentifies shortcom ngs of using RPL for this
type of comuni cation; these shortcom ngs are counteracted through
the use of P2P-RPL. Appendix B explains why reliability measures
such as nultipath routing are necessary even when one- hop

conmuni cati on dom nat es.

Exanpl es of additional advantages of P2P-RPL for home and buil di ng
aut omati on networks are as foll ows:

o Individual wall switches are typically inexpensive Cass 0 devices
[ RFC7228] with extrenely |l ow nmenory capacities. Milti-purpose
renote controls for use in a hone environment typically have nore
nmenory, but such devices are asleep when there is no user
activity. P2P-RPL reactive discovery allows a node to wake up and
find new routes within a few seconds, while nenory-constrained
nodes only have to keep routes to relevant targets.

o The reactive discovery features of P2P-RPL ensure that commands
are nornally delivered within the 250 ns tine wi ndow. \Wen
connectivity needs to be restored, discovery is typically
conpleted within seconds. |In nbst cases, an alternative route (a
route that was discovered earlier) will work and route redi scovery
i s not necessary.

0 Broadcast storns typically associated with route discovery for the
Ad hoc On-Denand Di stance Vector (AODV) [RRFC3561] are |ess
di sruptive for P2P-RPL. P2P-RPL has a "Stop" bit, which is set by
the target of a route discovery to notify all other nodes that no
nore Destination-Oriented Directed Acyclic Gaph (DODAG
Informati on Object (DIO nmessages should be forwarded for this
temporary DAG  Sonething that |ooks |ike a broadcast storm nmay
happen when no target is respondi ng; however, in this case, the
Trickl e suppression mechanismkicks in, linmting the nunber of DI O
forwards in dense networks.

Due to the limted menory of the majority of devices, P2P-RPL SHOULD

be depl oyed with source routing in non-storing node, as explained in
Section 4.1.2.
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Multicast with the Multicast Protocol for Low Power and Lossy

Net wor ks (MPL) [RFC7731] is preferably deployed for N-cast over the
wi rel ess network. Configuration constraints that are necessary to
neet reliability and tineliness with MPL are discussed in

Section 4.1.7.

2.3. Layer 2 Applicability

Thi s docunent applies to [| EEEB02.15.4] and [G 9959], which are
adapted to I Pv6 by the adaptation | ayers [ RFC4944] and [ RFC7428].
O her Layer 2 technol ogi es, acconpanied by an "I P-over-Foo"
specification, are also relevant, provided there is no frane size
i ssue and there are |ink-layer acknow edgenents.

The above-nenti oned adaptation |ayers | everage on the conpression
capabilities of [RFC6554] and [ RFC6282]. Header conpression allows
small | P packets to fit into a single Layer 2 frame, even when source
routing is used. A network dianeter linmted to five hops helps to
achieve this, even while using source routing.

Dr opped packets are often experienced in the targeted environnments.
Internet Control Message Protocol (1CWP), User Datagram Protoco
(UDP), and even Transm ssion Control Protocol (TCP) flows may benefit
fromlink-layer unicast acknow edgenments and retransm ssions.

Li nk-l ayer uni cast acknow edgenments SHOULD be enabl ed when

[ 1 EEE802. 15.4] or [G 9959] is used with RPL and P2P- RPL

3. Using RPL to Meet Functional Requirenents

Several features required by [ RFC5826] and [ RFC5867] chall enge the
P2P paths provided by RPL. Appendix A reviews these challenges. In
some cases, a node nmay need to spontaneously initiate the di scovery
of a path towards a desired destination that is neither the root of a
DAG nor a destination originating Destination Advertisenent Object
(DAO signaling. Furthernore, P2P paths provided by RPL are not
satisfactory in all cases because they involve too nany internediate
nodes before reaching the destination

P2P- RPL [ RFC6997] SHOULD be used in honme automation and buil di ng
control networks, as traffic of a point-to-point style is substantia
and route repair needs to be completed within seconds. P2P-RPL
provi des a reactive nmechanismfor quick, efficient, and root-

i ndependent route discovery/repair. The use of P2P-RPL furthernore
allows data traffic to avoid having to go through a central region
around the root of the tree and drastically reduces path length

[ SOFT11] [I NTEROP12]. These characteristics are desirable in hone
and buil di ng aut omati on networ ks because they substantially decrease
unnecessary network congestion around the root of the tree.
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When nore reliability is required, P2P-RPL enabl es the establishnent
of multiple independent paths. For one-hop destinations, this neans
that one one-hop conmmuni cati on and a second two-hop communi cati on
take place via a neighboring node. Such a pair of redundant

conmuni cati on paths can be achi eved by using MPL, where the source is
an MPL Forwarder while a second MPL Forwarder is one hop away from
both the source and the destination node. Wen the source nmulticasts
the nmessage, it nmay be received by both the destination and the
second MPL Forwarder. The second MPL Forwarder forwards the nessage
to the destination, thus providing two routes fromsender to

desti nati on.

To provide nore reliability with multiple paths, P2P-RPL can naintain
two i ndependent P2P source routes per destination, at the source.
CGood practice is to use the paths alternately to assess their

exi stence. Wen one P2P path has failed (possibly only tenporarily),
as described in Appendix B, the alternative P2P path can be used

wi t hout discarding the failed path. The failed P2P path, unless
proven to work again, can be safely discarded after a tinmeout
(typically 15 minutes). A new route discovery is done when the
nunber of P2P paths is exhausted due to persistent link failures.

4. RPL Profile

P2P- RPL SHOULD be used in hone automation and buil ding contro
networks. Its reactive discovery allows for | ow application response
times, even when on-the-fly route repair is needed. Non-storing node
SHOULD be used to reduce nenory consunption in repeaters with
constrai ned nenory when source routing i s used.

4. 1. RPL Feat ures

An inportant constraint on the application of RPL is the presence of
sl eepi ng nodes.

For exanple, in a stand-al one network, the master node (or

coordi nator) providing the |logical Layer 2 identifier and uni que node
identifiers to connected nodes nay be a renote control that returns
to sl eep once new nodes have been added. Due to the absence of the
border router, there may be no gl obal routable prefixes at all

Li kewi se, there may be no authoritative al ways-on root node, since
there is no border router to host this function

In a network with a border router and many sl eepi ng nodes, there may
be battery-powered sensors and wall controllers configured to contact
ot her nodes in response to events and then return to sleep. Such
nodes may never detect the announcenment of new prefixes via

mul ticast.
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In each of the above-nentioned constrai ned depl oynments, a |ink-I|ayer
node (e.g., coordinator or master) SHOULD assune the role of an
authoritative root node, transmtting unicast Router Advertisenent
(RA) messages with a Unique Local Address (ULA) prefix information
option to nodes during the joining process to prepare the nodes for a
| ater operational phase, where a border router is added.

A border router SHOULD be designed to be aware of sleeping nodes in
order to support the distribution of updated gl obal prefixes to such
sl eepi ng nodes.

4,1.1. RPL | nst ances

When operating P2P-RPL on a stand-al one basis, there is no

aut horitative root node naintaining a pernanent RPL DODAG A node
MJST be able to join at | east one RPL Instance, as a new, tenporary
instance is created during each P2P-RPL route discovery operation. A
node MAY be designed to join multiple RPL |Instances.

4.1.2. Storing vs. Non-Storing Mde

Non- stori ng mode MJUST be used to cope with the extrenely constrai ned
menory of a majority of nodes in the network (such as individua
[ight switches).

4.1.3. DAO Policy

Nodes send DAO nessages to establish downward paths fromthe root to
thenselves. In order to mnimze the power consunption overhead
associated with path di scovery, DAO nessages are not acknow edged in
net wor ks conposed of battery-operated field devices. The DAO
nessages build up a source route because the nodes MJST be in
non-storing node.

If devices in LLNs participate in nultiple RPL Instances and DODAGs,
both the RPLInstance |ID and the DODAG D SHOULD be included in
t he DAO

4.1.4. Path Metrics

Expected Transm ssion Count (ETX) is the RECOMVENDED netri c.
[ RFC6551] provi des other options.

Packets from asymretric and/ or unstable |inks SHOULD be del eted at
Layer 2.
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4.1.5. (bjective Function

oj ective Function Zero (OF0) [ RFC6552] MUST be the njective
Function. Oher Objective Functions MAY be used when dictated by
ci rcumst ances.

4.1.6. DODAG Repair

Since P2P-RPL only creates DODAGs on a tenporary basis during route
repair or route discovery, there is no need to repair DODAGs.

For SS traffic, local repair is sufficient. The acconpanying process
is known as "poisoning" and is described in Section 8.2.2.5 of

[ RFC6550]. G ven that the majority of nodes in the building do not
physi cal |y nove around, creating new DODAGs shoul d not happen
frequently.

4.1.7. Milticast

Conmercial lighting deploynments may have a need for multicast to

di stribute commands to a group of lights in a tinely fashion

Several mechani sms exi st for achieving such functionality; [RFC7731]
is the RECOMVENDED protocol for hone and buil di ng depl oyments. This
section relies heavily on the conclusions of [RT-MPL].

At reception of a packet, the MPL Forwarder starts a series of
consecutive Trickle timer intervals, where the first interval has a
m ni mum si ze of Imn. Each consecutive interval is twice as |ong as
the former, with a maxi mum value of Inmax. There is a maxi num nunber
of intervals given by max_expiration. For each interval of length |
atinet is randomy chosen in the period [I/2, I]. For a given
packet, p, MPL counts the nunber of times it receives p during the
period [0, t] in a counter ¢c. At tine t, MPL rebroadcasts p when

c < k, where k is a predefined constant with a value k > 0.

The density of forwarders and the frequency of nessage generation are
i nportant aspects to obtain tineliness during control operations.

A high frequency of nmessage generation can be expected when a
renote-control button is incessantly pressed or when al arm situations
ari se.

Guaranteeing tineliness is intimately related to the density of the
MPL routers. |In ideal circunstances, the nessage is propagated as a
singl e wave through the network, such that the maxi mumdelay is
related to the nunber of hops tines the smallest repetition interva
of MPL. Each forwarder that receives the nessage passes the nessage
on to the next hop by repeating the nessage. Wen several copies of
a nessage reach the forwarder, it is specified that the copy need not
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be repeated. Repetition of the nmessage can be inhibited by a snall
val ue of k. To assure tineliness, the chosen value of k should be
hi gh enough to nake sure that nmessages are repeated at the first
arrival of the nessage in the forwarder. However, a network that is
too dense leads to a saturation of the nmediumthat can only be
prevented by selecting a | ow value of k. Consequently, tineliness is
assured by choosing a relatively high value of k but assuring at the
same time a | ow enough density of forwarders to reduce the risk of
medi um saturation. Depending on the reliability of the network
links, it is advisable to configure the density of the network such
that at |east two forwarders per hop repeat nessages to the sane set
of destinations.

There are no rul es about selecting forwarders for MPL. In buildings
with central nanagenent tools, the forwarders can be sel ected, but at
the time of this witing it is not possible to automatically
configure the forwarder topology in the home.

4.1.8. Security

RPL MAY use unsecured RPL nessages to reduce nmessage size. |If there
is a single node that uses unsecured RPL nessages, |ink-Ilayer
security MJST be used on all nodes. Therefore, all RPL nessages MJST
be secured using:

o RPL nessage security, or

o Link-1ayer security, or

0 Both RPL nessage security and |ink-layer security

A symmetric key is used to secure a RPL nessage using either RPL
nmessage security or link-layer security. The symetric key MJST be
di stributed or established in a secure fashion. There may be nore
than one synmetric key in use by any node at any one tine. The sane

symmetric key MUST NOT be used for both RPL nessage security and
link-layer security between two peer nodes.
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4.1.8.1. Symretric Key Distribution

The scope of symmetric key distribution MUST be no greater than the

network itself, i.e., a group key. This document describes what
needs to be inplenmented to nmeet this requirenent. The scope of
symmetric key distribution MAY be snaller than the network -- for
exanpl e:

0 A pairwise symmetric key between two peers.
o A group key shared between a subset of nodes in the network.
4.1.8.2. Symmetric Key Distribution Mechani sm

The aut henti cati on mechani smas described in Section 6.9 of
[Zi gBeel Pl SHALL be used to securely distribute a network-w de
symretric key.

The purpose of the authentication procedure is to provide nutua
aut hentication resulting in:

o Preventing untrusted nodes wi thout appropriate credentials from
joining the trusted network.

o Preventing trusted nodes with appropriate credentials fromjoining
an untrusted network.

There is an Authentication Server, which is responsible for

aut henticating the nodes on the network. |f the authentication is
successful, the Authentication Server sends the network security
material to the joining node through the Protocol for Carrying

Aut hentication for Network Access (PANA) [ RFC5191] [RFC6345]. The
joining node becormes a full participating node in the network and is
able to apply Layer 2 security to RPL nessages using the distributed
net wor k key.

The joining node does not initially have access to the network
security material. Therefore, it is not able to apply Layer 2
security to the packets exchanged during the authentication process.
The enforcenent point rules at the edge of the network ensure that
the packets involved in PANA authentication are processed even though
they are unsecured at the Medium Access Control (MAC) layer. The

rul es al so ensure that any other incomng traffic that is not secured
at the MAC |l ayer is discarded and is not forwarded
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4.1.8.2.1. Authentication Stack

Aut hentication can be viewed as a protocol stack as a |ayer
encapsul ates the | ayers above it.

o Transport Layer Security (TLS) [RFC5246] MJST be used at the
hi ghest | ayer of the authentication stack and carries the
aut henti cation exchange. There is one cipher suite based on a
Pre- Shared Key (PSK) [ RFC6655] and one ci pher suite based on
Elliptic Curve Cryptography (ECC) [RFCr7251].

o Extensible Authentication Protocol-TLS (EAP-TLS) [RFC5216] MUST be
used at the next layer to carry the TLS records for the
aut henti cation protocol

o EAP [RFC3748] MUST be used to provide the mechani sms for mutua
authentication. EAP requires a way to transport EAP packets
bet ween the joi ning node and the node on which the Authentication
Server resides. These nodes are not necessarily in radi o range of
each other, so it is necessary to have nulti-hop support in the
EAP transport method. PANA [ RFC5191] [ RFC6345], which operates
over UDP, MJST be used for this purpose. [RFC3748] specifies the
derivation of a session key using the EAP key hierarchy; only the
EAP Master Session Key shall be derived, as [ RFC5191] specifies
that it is used to set up keys for PANA authentication and
encryption.

0 PANA [RFC5191] and a PANA relay [ RFC6345] MJST be used at the next
| ayer:

* The joining node MJUST act as the PANA dient (PaC

* The parent edge router node MJST act as a PANA Rel ay El enent
(PRE) according to [RFC6345], unless it is also the
Aut hentication Server. All routers at the edge of the network
MUST be capabl e of functioning in the PRE role.

* The Authentication Server node MUST act as the PANA
Aut henti cati on Agent (PAA). The Authentication Server MJST be
abl e to handl e packets relayed according to [ RFC6345].

Thi s network authentication process uses |link-1ocal |Pv6 addresses
for transport between the new node and its parent. |If the parent is
not the Authentication Server, it MJST then relay packets fromthe
joining node to the Authentication Server and vice versa, using the
PANA rel ay mechani sm [ RFC6345]. The joi ni ng node MJST use a

i nk-1ocal address based on its EU -64 as the source address for
initial PANA authenticati on nessage exchanges.
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4.1.8.2.2. Applicability Statenents

The following applicability statements describe the relationship
bet ween t he various specifications.

4.1.8.2.2.1. Applicability Statenent for PSK TLS

[ RFC6655] contains Authenticated Encryption with Associ ated Data
(AEAD) TLS cipher suites that are very simlar to [ RFC5487], whose
AEAD part is detailed in [RFC5116]. [RFC5487] references both

[ RFC5288] and the original PSK cipher suite document [RFC4279], which
ref erences RFC 2246, which was eventual |y repl aced by [ RFC5246],

whi ch defines the TLS 1.2 nessages.

4.1.8.2.2.2. Applicability Statenent for ECC TLS

[ RFC7251] contains AEAD TLS ci pher suites that are very simlar to
[ RFC5289], whose AEAD part is detailed in [RFC5116]. [ RFC5289]

ref erences the original ECC cipher suite docunment [RFC4492], which
references RFC 2246, which was eventually replaced by [ RFC5246],
whi ch defines the TLS 1.2 nessages.

4.1.8.2.2.3. Applicability Statement for EAP-TLS and PANA

[ RFC5216] specifies how [ RFC3748] is used to package [ RFC5246] TLS
records into EAP packets. [RFC5191] provides transportation for the
EAP packets and the network-wi de key carried in an encrypted
Attribute-Value Pair (AVP) as specified in [ RFC6786]. The proposed
Pseudor andom Function (PRF) and authentication (AUTH) hashes based on
SHA- 256 are represented as specified in [RFC7296] and detailed in

[ RFC4868] .

4.1.8.2.3. Security Using RPL Message Security

If RPL is used with secured nessages [ RFC6550], the follow ng RPL
security paraneter val ues SHOULD be used:

o Counter is Tinme (T) flag = 0. Do not use the tinmestanp in the
Counter field. Counters based on tinestanps are typically nore
applicable to industrial networks, where strict timng
synchroni zati on between nodes is often inplenmented. Hone and
bui | di ng networks typically do not inplenment such strict timng
synchroni zation; therefore, a nonotonically increasing counter is
nore appropriate.

o Algorithm= 0: Use Counter with the C pher Bl ock Chaining Message

Aut henti cati on Code (CBC-MAC Mbde) (CCM with AES-128. This is
the only assigned node at present.
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o

4. 1.

9.

Key ldentifier Mode (KIM = 10: Use a group key, Key Source
present, and Key Index present. Gven the relatively confined
perineter of a home or building network, a group key is usually
sufficient to protect RPL nmessages sent between nodes. The use of
the Key Source field allows multiple group keys to be used within
t he networKk.

Security Level (LVL) = 0: Use MAC-32. This is recomended, as
integrity protection for RPL messages is the basic requirenment.
Encryption is unlikely to be necessary, given the relatively
non-confidential nature of RPL nessage payl oads.

P2P Conmmuni cati ons

[ RFC6997] MUST be used to accommpdate P2P traffic, which is typically
substantial in hone and buil di ng aut omati on networ ks.

4.1.

10.

| Pv6 Address Configuration

Assigned | P addresses MJST be routable and unique within the routing
domai n [ RFC5889] .

4. 2.

Layer 2 Features

No particular requirenents exist for Layer 2, except for those cited
in the "I P-over-Foo" RFCs (see Section 2.3).

4. 2.

1

Speci fics about Layer 2

Not applicable

4.2.

2.

Servi ces Provided at Layer 2

Not applicable

4. 2.

3.

| Pv6 over Low Power Wrel ess Personal Area Network (6L0oWPAN)
Opti ons Assuned

Not appli cabl e

4. 2.

4.

Mesh Li nk Establishment (M.E) and O her Things

Not applicabl e

4. 3.

Recommended Confi guration Defaults and Ranges

The foll owi ng sections describe the recomrended paraneter val ues for
P2P- RPL and Tri ckl e.
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4.3.1. Trickle Paraneters

Trickle is used to distribute network paraneter values to all nodes
wi thout stringent time restrictions. The recommended Trickle

par anet er val ues are:

o DidntervalMn 4, which translates to 16 ns

o Didnterval Doublings 14

o DI ORedundancyConstant 1

When a node sends a changed DIO this is an inconsistency and forces
the receiving node to respond within Inmn. So, when sonething
happens that affects the DIO, the change is ideally conmmunicated to a
node that is n hops away, within n times Imn. Oten, depending on

the node density, packets are |ost or are not sent, |leading to |arger
del ays.

In general, we can expect DI O changes to propagate within 1 to
3 seconds within the envi saged networKks.

VWhen not hi ng happens, the DI O sending interval increases to

4.37 mnutes, thus drastically reducing the network |l oad. Wen a

node does not receive DI O nessages for nore than 10 minutes, it can

safely conclude that the connection with other nodes has been | ost.
4.3.2. Oher Parameters

Thi s section discusses the P2P-RPL paraneters.

P2P- RPL [ RFC6997] provides the features requested by [ RFC5826] and

[ RFC5867]. P2P-RPL uses a subset of the frame formats and features

defined for RPL [ RFC6550] but may be combined with RPL frame flows in

advanced depl oynents.

The recommended paraneter val ues for P2P-RPL are:

0 M nHopRankl ncrease 1

o MaxRankl ncrease 0

o MxRank 6

o bjective Function: OFO
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5. MPL Profile

MPL is used to distribute values to groups of devices. Using MPL
based on the Trickle algorithm tineliness should al so be guaranteed.
A deadline of 200 ns needs to be met when human action is foll owed by
an i mredi ately observabl e action such as switching on |ights. The
deadl i ne needs to be net in a building where the nunber of hops from
seed to destination varies between 1 and 10.

5.1. Recommended Configuration Defaults and Ranges
5.1.1. Real-Time Optim zations

When the network is heavily | oaded, MAC del ays contribute
significantly to the end-to-end del ays when MPL intervals between 10
and 100 nms are used to neet the 200 ns deadline. It is possible to
set the nunmber of buffers in the MACto 1 and set the nunber of
back-of f repetitions to 1. The nunber of MPL repetitions conpensates
for the reduced probability of transm ssion per MAC i nvocation

[ RT-MPL] .

In addition, end-to-end del ays and nmessage | osses are reduced by
adding a real -tinme | ayer between MPL and MAC to throw away the
earliest nessages (exploiting the MPL nessage nunbering) and favor
the nost recent ones.

5.1.2. Trickle Paraneters

This section proposes values for the Trickle parameters used by MPL
for the distribution of packets that need to neet a 200 ns deadl i ne.
The probability of neeting the deadline is increased by (1) choosing
a small Imn value, (2) reducing the nunber of MPL intervals, thus
reduci ng the load, and (3) reducing the nunber of MPL Forwarders to
al so reduce the | oad.

The consequence of this approach is that the value of k can be |arger

than 1 because network | oad reduction is al ready guaranteed by the
net wor k configuration
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Under the condition that the density of MPL repeaters can be limted,
it is possible to choose low MPL repeat intervals (Imn) connected to
k val ues such that k > 1. The mnimumvalue of k is related to:

o The value of Imn. The length of Imn determ nes the nunber of
packets that can be received within the listening period of Imn.

o The nunber of repeaters receiving the broadcast nessage fromthe
same forwarder or seed. These repeaters repeat within the sane
Imn interval, thus increasing the c counter.

Wthin the first MPL interval, a limted nunber, g, of nessages can
be transmtted. Assuning a 3 nms transmission interval, g is given by
g=1Imn/ 3. Assuming that at nost g nessage copies can reach a
given forwarder within the first repeat interval of length Inmn, the
rel ated MPL paraneter val ues are suggested in the foll ow ng sections.

5.1.2.1. Imn
The recommended value is Inmn = 10 to 50 ns.

VWhen the chosen Imin value is much smaller, the interference between
the copies leads to significant |osses, given that g is much smaller
than the nunber of repeated packets. Wth much larger intervals, the
probability that the deadline will be nmet decreases with increasing
hop count.

5.1.2. 2. | max
The recommended value is Inmax = 100 to 400 ns.

The value of Inmax is less inmportant than the value of max_expiration
Gven an Inmn value of 10 nms, the third MPL interval has a val ue of
10 * 2 * 2 = 40 ms. Wen Inmn has a value of 40 ns, the third
interval has a value of 160 ns. Gven that nore than three intervals
are unnecessary, |max does not contribute nuch to perfornmance.

5.1.3. Oher Paraneters

O her paranmeters are the k parameter and the max_expiration
par anmet er .

k > gq (see condition above). Under this condition, and for a snall
Imn value, a value of k =2 or k = 3 is usually sufficient to
m nimze the | osses of packets in the first repeat interval.

max_expiration = 2 - 4. Higher values lead to nore network | oad
whil e generating copies that will probably not neet their deadline.
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6.

Manageabi | ity Consi derations

At this time, it is not clear how honmenets will be managed.
Consequently, it is not clear which tools will be used and which
par anmeters must be visible for nanagement.

In building control, nmanagenent is mandatory. It is expected that
installations will be managed using the set of currently available
tools (including | ETF tools |ike Managenent |nfornmation Base (M B)
nmodul es, Network Configuration Protocol (NETCONF) nodul es, Dynam c
Host Configuration Protocol (DHCP), and others), with |arge

di fferences between the ways an installation is managed.

Security Considerations

This section refers to the security considerations of [RFC6997],
[ RFC6550], and [ RFC7731], as well as sone attacks and counternmeasures
as discussed in Sections 6 and 7, respectively, of [RFC7416].

Conmruni cati ons network security is based on providing integrity
protection and encryption to nessages. This can be applied at
various layers in the network protocol stack, based on using various
credentials and a network identity.

The credentials that are relevant in the case of RPL are (i) the
credential used at the Iink layer in the case where |ink-Iayer
security is applied (see Section 7.1) or (ii) the credential used for
securing RPL messages. In both cases, the assunption is that the
credential is a shared key. Therefore, there MJUST be a nechanismin
pl ace that allows secure distribution of a shared key and
configuration of a network identity. Both MAY be done using

(i) pre-installation using an out-of-band method, (ii) secure
del i very when a device is introduced into the network, or

(iii) secure delivery by a trusted nei ghboring device, as described
in Section 4.1.8.1. The shared key MJST be stored in a secure
fashion that will make it difficult to be read by an unauthori zed

party.

Thi s docunent nandates that a Layer 2 nmechani sm be used during
initial and incremental deploynment. Please see the follow ng
secti ons.
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7.1. Security Considerations during Initial Deploynent

Wrel ess mesh networks are typically secured at the link layer in
order to prevent unauthorized parties from accessing the information
exchanged over the links. It is a basic practice to create a network
of nodes that share the same keys for |ink-layer security and excl ude
nodes sendi ng unsecured nmessages. Wth per-nessage data origin
authentication, it is possible to prevent unauthorized nodes from
joining the mesh.

At initial deployment, the network is secured by consecutively
securing nodes at the link |ayer, thus building a network of secured
nodes. Section 4.1.8.2 describes a nechanismfor building a network
of secured nodes.

Thi s docunent does not specify a nmulticast security solution

Net wor ks depl oyed with this specification will depend upon Layer 2
security to prevent outsiders fromsending nulticast traffic. It is
recogni zed that this does not protect this control traffic from

i mpersonation by already-trusted devices. This is an area for a
future specification.

For building control, an installer will use an installation tool that
establ i shes a secure conmunication path with the joining node. It is
recogni zed that the recomrendations for initial deploynment as

di scussed in this section do not cover all building requirenents,
such as selecting -- independent of network topology -- the node to
be secured.

It is expected that a set of protocol conbinations will evolve within
currently existing alliances of building control nanufacturers. Each
set satisfies the installation requirements of installers, operators,
and manufacturers of building control networks in a given
installation context, e.g., lighting deployment in offices, HVAC
installation, incremental addition of equipnment in homes, and others.

In the home, nodes can be visually inspected by the hone owner.

Al so, a sinmple procedure, e.g., pushing buttons sinultaneously on an
al ready-secured device and an unsecured joi ning device, is usually
sufficient to ensure that the unsecured joining device is

aut henti cated securely, configured securely, and paired
appropriately.

This recomrendation is in line with the counterneasures described in
Section 7.1 of [RFC7416].
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7.2. Security Considerations during Increnental Depl oynent

Once a network is operational, new nodes need to be added, or nodes
fail and need to be replaced. When a new node needs to be added to
the network, the new node is added to the network via an assisting

node in the manner described in Section 7.1.

On detection of a conpronised node, all trusted nodes need to have
their symetric keys that are known to be shared with the conpromni sed
node rekeyed, and the trusted network is built up as described in
Section 7.1.

7.3. Security Considerations for P2P I npl enentations
Refer to the security considerations of [RFC6997].
7.4. MPL Routing

The routing of MPL is determ ned by the enabling of the interfaces
for specified multicast addresses. The specification of these
addresses can be done via a Constrained Application Protocol (CoAP)
application as specified in [RFC7390]. An alternative is the
creation of an MPL M B and the use of the Sinple Network Managenent
Prot ocol (SNWPv3) [RFC3411] or equival ent techniques to specify the
mul ticast addresses in the MB. For secure dissem nation of MPL
packets, Layer 2 security SHOULD be used, and the configuration of
mul ti cast addresses as described in this section MJUST be secure.

7.5. RPL Security Features

This section refers to the structure of Section 8 ("RPL Security
Features") of [RFC7416]. [RFC7416] provides a thorough anal ysis of
security threats and proposed counterneasures relevant to RPL

and MPL.

In accordance with Section 8.1 ("Confidentiality Features") of

[ RFC7416], RPL nessage security inplenments payl oad protection, as
explained in Section 7 of this docunent. The attributes for key
length and lifetime of the keys depend on operational conditions,
mai nt enance, and installation procedures.

Sections 7.1 and 7.2 of this docunent recommend |ink-|ayer security
to assure integrity in accordance with Section 8.2 ("Integrity
Features") of [RFC7416].

The provision of nmultiple paths recormended in Section 8.3

("Availability Features") of [RFC7416] is al so reconmended from a
reliability point of view. Randomy choosing paths MAY be supported.
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9.

9.

A mechani sm for key managenent, as di scussed in Section 8.4 ("Key
Managenment") of [RFC7416], is provided in Section 4.1.8.2 of this
document .

O her Rel ated Protocols

Application and transport protocols used in honme and buil ding

aut omati on dommi ns are expected to nostly consist of CoAP over UDP

or equivalents. Typically, UDP is used for IP transport to keep down
the application response tinme and bandwi dth overhead. CoAP is used
at the application layer to reduce menory footprint and bandw dth
requirenents.
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Appendi x A.  RPL Shortconings in Honme and Buil di ng Depl oynents
A 1. Risk of Undesirable Long P2P Routes

The DAG being a tree structure, is formed froma root. |f nodes
residing in different branches need to communicate internally, DAG
nmechani sns provided in RPL [ RFC6550] will propagate traffic towards
the root, potentially all the way to the root, and down al ong anot her
branch [ RFC6998]. 1In a typical exanple, two nodes could reach each
other via only two router nodes, but in some unfortunate cases, RPL
may send traffic three hops up and three hops down again. This |eads
to several undesirable phenonena, as described in the follow ng
sections.

A.1.1. Traffic Concentration at the Root

If many P2P data flows have to nove up towards the root to get down
again in another branch, there is an increased risk of congestion the
nearer to the root of the DAG the data flows. Due to the broadcast
nature of radio frequency (RF) systens, any child node of the root is
not only directing RF power downwards in its sub-tree but just as
much upwards towards the root, potentially jamm ng other MP2P traffic
| eaving the tree or preventing the root of the DAG from sendi ng P2MP
traffic into the DAG because the listen-before-talk |ink-Iayer
protection kicks in.

A 1.2. Excessive Battery Consunption in Source Nodes

Battery-powered nodes originating P2P traffic depend on the route

l ength. Long routes cause source nodes to stay awake for | onger
peri ods before returning to sleep. Thus, a |longer route translates
proportionally (nmore or |ess) into higher battery consunption

A. 2. Risk of Delayed Route Repair

The RPL DAG mechani sm uses DI O and DAO nessages to nonitor the health
of the DAG On rare occasions, changed radi o conditions nay render
routes unusabl e just after a destination node has returned a DAO

indi cating that the destination is reachable. G ven enough time, the
next Trickle tiner-controlled DI O DAO update will eventually repair
the broken routes; however, this may not occur in a tinmely manner
appropriate to the application. In an apparently stable DAG

Trickle tinmer dynamics nmay reduce the update rate to a few tines
every hour. |f a user issues an actuator comrand, e.g., light on in
the tinme interval between the tine that the | ast DAO nessage was

i ssued the destination nodule and the time that one of the parents
sends the next DIO the destination cannot be reached. There is no
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nmechanismin RPL to initiate the restoration of connectivity in a
reactive fashion. The consequence is a broken service in hone and
bui | di ng applications.

A.2.1. Broken Service

Experience fromthe telecomindustry shows that if the voice del ay
exceeds 250 ns, users start getting confused, frustrated, and/or
annoyed. In the same way, if the light does not turn on within the
same period of tinme, a home control user will activate the controls
agai n, causing a sequence of comrands such as

Li ght{on, of f,of f,on, of f,...} or Vol une{up, up, up, up,up,...}. Wether
the outconme is nothing or sonme uni ntended response, this is
unacceptable. A controlling systemnust be able to restore
connectivity to recover fromthe error situation. Witing for an
unknown period of time is not an option. Although this issue was
identified during the P2P analysis, it applies just as well to
application scenarios where an |IP application outside the LLN
controls actuators, lights, etc.

Appendi x B. Comuni cation Fail ures

Measurenents of connectivity between nei ghboring nodes are discussed
in [ RTN2011] and [ MEAS].

The work is notivated by the nmeasurenments in literature that affirm
that the range of an antenna is not circle synmetric but that the
signal strength of a given level follows an intricate pattern around
the antenna, and there may be holes within the area delineated by a
polar plot. It is reported that communication is not symetric:
recepti on of nessages from node A by node B does not inply reception
of nessages fromnode B by node A. The quality of the signa
fluctuates over time, and also the height of the antenna within a
room can have consequences for the range. As a function of the

di stance fromthe source, three regions are generally recognized:

(1) a clear region with excellent signal quality, (2) a region with
fluctuating signal quality, and (3) a region wthout reception
Installati on of neshes with neighbors in the clear region is not
sufficient, as described bel ow
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[ RTN2011] extends existing work by:

o bservations over periods of at |east a week,

o Testing links that are in the clear region

0 Qbservation in an office building during working hours, and
o Concentrating on one-hop and two-hop routes.

Ei ght nodes were distributed over a surface of 30 square neters. Al
nodes are at a one-hop distance fromeach other, and all are situated
in each other's clear region. Each node sends nessages to each of
its neighbors and repeats the nessage until it arrives. The |atency
of the nessage was measured over periods of at |east a week. It was
noticed that | atencies |onger than a second occurred w thout any
apparent reason, but only during working days and never during the
weekends. Bad periods could last for mnutes. By sending nessages
via two paths -- (1) a one-hop path directly and (2) a two-hop path
via a randonmly chosen nei ghbor -- the probability of delays |arger
than 100 ns decreased significantly.

The conclusion is that even for one-hop communi cati on between
not-too-distant "line of sight" nodes, there are periods of |ow
reception in which communi cati on deadlines of 200 ns are exceeded.

It pays to send a second nessage over a two-hop path to increase the
reliability of timely message transfer.

[ MEAS] confirnms that tenporary bad reception by cl ose neighbors can
occur within other types of areas. Nodes were installed on the
ceiling in agrid with a distance of 30-50 cm between t hem

Two hundred nodes were distributed over an area of 10 mx 5 m It
clearly transpired that with increasing distance the probability of
recepti on decreased. At the sane tine, a few nodes furthest away
fromthe sender had a high probability of nessage reception, while
sone cl ose nei ghbors of the sender did not receive nessages. The
patterns of nodes experiencing good reception evol ved over tine.

The conclusion here is that even for direct neighbors reception can
temporarily be bad for periods of several mnutes. For reliable and
timely communication, it is inperative to have at |east two

conmuni cati on paths available (e.g., two-hop paths next to the
one-hop path for direct neighbors).
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