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Mul ticast Protocol for Low Power and Lossy Networks (MPL)
Abst r act

Thi s docunent specifies the Multicast Protocol for Low Power and
Lossy Networks (MPL), which provides IPv6 multicast forwarding in
constrai ned networks. MPL avoids the need to construct or maintain
any nulticast forwardi ng topol ogy, dissem nating nessages to all MPL
Forwarders in an MPL Donmi n.

MPL has two npdes of operation. One node uses the Trickle algorithm
to nmanage control -pl ane and dat a-pl ane nessage transm ssions and is
applicabl e for deployments with few nulticast sources. The other
node uses classic flooding. By providing both nodes and
paraneterization of the Trickle algorithm an MPL inpl enentati on can
be used in a variety of multicast deploynents and can trade between
di ssenmi nation | atency and transm ssion efficiency.

Status of This Meno
This is an Internet Standards Track document.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the |IETF conmunity. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it may be obtained at
http://ww.rfc-editor.org/info/rfc7731

Hui & Kel sey St andards Track [ Page 1]



RFC 7731 MPL February 2016

Copyri ght Notice

Hui

Copyright (c) 2016 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.
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(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
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the Trust Legal Provisions and are provided without warranty as
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| ntroducti on

Low Power and Lossy Networks (LLNs) typically operate with strict
resource constraints in conmunication, conputation, nenory, and
energy. Such resource constraints may preclude the use of existing
| Pv6 nmulticast routing and forwardi ng nechani sns. Traditional IP
nmul ticast delivery typically relies on topol ogy mai ntenance

mechani sns to di scover and naintain routes to all subscribers of a
mul ticast group (e.g., [RFC3973] [RFC4601]). However, maintaining
such topologies in LLNs is costly and may not be feasible given the
avai | abl e resources.

Menory constraints nmay limt devices to maintaining |inks/routes to
one or a few neighbors. For this reason, the Routing Protocol for
LLNs (RPL) specifies both storing and non-storing nodes [ RFC6550] .
The latter allows RPL routers to maintain only one or a few default
routes towards an LLN Border Router (LBR) and use source routing to
forward nessages away fromthe LBR  For the sane reasons, an LLN
device nay not be able to mmintain a multicast routing topol ogy when
operating with [imted nenory.

Furthernore, the dynanmic properties of wreless networks can make the
cost of mamintaining a nmulticast routing topol ogy prohibitively
expensive. In wreless environnments, topol ogy mmintenance nay

i nvol ve sel ecting a connected domi nating set used to forward

nmul ticast nessages to all nodes in an administrative domain

However, existing nechani sns often require two-hop topol ogy

i nformati on, and the cost of maintaining such informtion grows

pol ynom ally with network density.

Thi s docunent specifies the Multicast Protocol for Low Power and
Lossy Networks (MPL), which provides IPv6 multicast forwarding in
constrai ned networks. MPL avoids the need to construct or nmintain
any nulticast routing topol ogy, dissemnating nulticast nessages to
all MPL Forwarders in an MPL Domain. By using the Trickle algorithm
[ RFC6206], MPL requires only small, constant state for each MPL
device that initiates dissemnations. The Trickle algorithmalso
allows MPL to be density aware, allow ng the comrunication rate to
scale logarithmically with density.
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Ter m nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunent are to be interpreted as described in

[ RFC2119] .

The following terms are used throughout this docunent:

MPL Forwarder - A router that inplenents MPL. An MPL Forwarder is
equi pped with at | east one MPL Interface.

MPL Interface - An MPL Forwarder’'s attachment to a comuni cations
medi um over which it transnmits and receives MPL Data Messages and
MPL Control Messages according to this specification. An MPL
Interface is assigned one or nore unicast addresses and is
subscribed to one or nore MPL Domai n Addresses.

MPL Dommin Address - A nmulticast address that identifies the set of
MPL Interfaces within an MPL Donain. MPL Data Messages
di ssemnated in an MPL Donmmi n have the associ ated MPL Domai n
Address as their destination address.

MPL Domain - A scope zone, as defined in [ RFC4007], in which MPL
Interfaces subscribe to the same MPL Dorei n Address and
participate in dissem nating MPL Data Messages.

MPL Data Message - A multicast message that is used to comunicate a
mul ti cast payl oad between MPL Forwarders within an MPL Domain. An
MPL Data Message contains an MPL Option in the I Pv6 header and has
as its destination address the MPL Donmi n Address corresponding to
the MPL Domain

MPL Control Message - A link-local nulticast message that is used to
conmuni cate i nformati on about recently received MPL Data Messages
to nei ghboring MPL Forwarders.

MPL Seed - An MPL Forwarder that generates MPL Data Messages and
serves as an entry point into an MPL Domai n

MPL Seed ldentifier - An unsigned integer that uniquely identifies
an MPL Seed within an MPL Domai n

Node - Used within this docunment to refer to an MPL Forwarder.
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Applicability Statenent

MPL is an I Pv6 nulticast forwardi ng protocol designed for the
conmuni cati on characteristics and resource constraints of LLNs. By
i mpl enenting controll ed di ssem nations of multicast nessages using
the Trickle algorithm MPL is designed for networks that conmunicate
using | ow power and lossy links with widely varying topologies in
both the space and tine di nensions.

Wi | e designed specifically for LLNs, MPL is not limted to use over
such networks. ML may be applicable to any network where no
nmulticast routing state is desired. MPL may al so be used in

envi ronnents where only a subset of |inks are considered | ow power
and |1 ossy links.

A host need not be aware that their multicast is supported by MPL as
long as its attachnent router forwards nulticast nessages between the
MPL Donmmi n and the host. However, a host may choose to inplenent MPL
so that it can take advantage of the broadcast medi uminherent in
many LLNs and receive nulticast nmessages carried by MPL directly.

MPL is parameterized to support different dissen nation techniques.
In one paraneterization, MPL may utilize the classic flooding method
that invol ves having each device receiving a nessage rebroadcast the
nessage. In another paraneterization, MPL may utilize Trickle's

[ RFC6206] "polite gossip" nmethod, which involves transm ssion
suppressi on and adaptive timng techniques. [C ausen2013] questions
the efficiency of Trickle's "polite gossip" mechanismin some

mul ticast scenarios, so by also including a classic flooding node of
operation MPL ains to be able to performsatisfactorily in a variety
of situations.

To support efficient message delivery in networks that have many poor
links, MPL supports a reactive forwarding node that utilizes MPL
Control Messages to summarize the current multicast state. The MPL
Control Message size grows linearly with the nunber of sinultaneous
MPL Seeds in the MPL Domain -- 4 octets per MPL Seed. Wen reactive
forwarding is not enabled, MPL Control Messages are not transmtted,
and the associ ated overhead is not incurred.

Thi s docunent does not specify a cryptographic security nechani smfor
MPL to ensure that MPL nessages are not spoofed by anyone with access
to the LLN. In general, the basic ability to inject nessages into an
LLN may be used as a denial -of-service attack, regardl ess of what
forwardi ng protocol is used. For these reasons, LLNs typically
enmpl oy |ink-layer security mechanisms to mtigate an attacker’s
ability to inject messages. For exanple, the | EEE 802.15.4

[ EEEB02. 15. 4] standard specifies frame security nechani sns using
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AES- 128 to support access control, message integrity, nessage
confidentiality, and replay protection. However, if the attack
vector includes attackers that have access to the LLN, then MPL
SHOULD NOT be used.

MPL Protocol Overview

The goal of MPL is to deliver nulticast nmessages to all interfaces
that subscribe to the multicast nessages’ destination address wthin
an MPL Donai n.

1. ©MPL Domai ns

An MPL Domain is a scope zone, as defined in [ RFC4007], in which MPL
Interfaces subscribe to the same MPL Domai n Address and participate
in dissenminating MPL Data Messages.

When participating in only one MPL Donain, the MPL Domain Address is
the ALL_MPL_FORWARDERS mul ti cast address with Real mLocal scope
("scop" value 3) [RFC7346].

VWhen an MPL Forwarder participates in multiple MPL Domains

si mul t aneously, at nost one MPL Domain may be assigned an MPL Domain
Address equal to the ALL _MPL_FORWARDERS nul ti cast address. Al other
MPL Dommi ns MJUST be assigned a uni que MPL Donai n Address that allows
the MPL Forwarder to identify each MPL Dormai n. The MPL Donai ns
SHOULD be configured automatically based on sone underlying topol ogy.
For exanpl e, when using RPL [ RFC6550], MPL Dommi ns may be confi gured
based on RPL Instances.

When MPL is used in deploynents that use administratively defined
scopes that cover, for exanple, nmultiple subnets based on different
under | yi ng network technol ogi es, Adm n-Local scope (scop value 4) or
Site-Local scope (scop value 5) SHOULD be used.

An MPL Forwarder MAY participate in additional MPL Dommins identified
by other multicast addresses. An MPL Interface MJUST subscribe to the
MPL Domnai n Addresses for the MPL Dommins that it participates in

The assignnent of other nulticast addresses is out of scope.

For each MPL Domain Address that an MPL I nterface subscribes to, the
MPL I nterface MJST al so subscribe to the same MPL Domai n Address with
Li nk- Local scope (scop value 2) when reactive forwarding is in use
(i.e., when communi cating MPL Control Messages).
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I nformati on Base Overvi ew

A node records necessary protocol state in the follow ng
i nformati on sets:

o

The Local Interface Set records the set of local MPL Interfaces
and the uni cast addresses assigned to those MPL Interfaces.

The Domain Set records the set of MPL Donmmi n Addresses and the
|l ocal MPL Interfaces that subscribe to those addresses.

A Seed Set records infornation about received MPL Data Messages
received froman MPL Seed within an MPL Donmain. Each MPL Donain
has an associated Seed Set. A Seed Set mmintains the mnimm
sequence nunber for MPL Data Messages that the MPL Forwarder is
willing to receive or has buffered in its Buffered Message Set
froman MPL Seed. MPL uses Seed Sets and Buffered Message Sets to
det erm ne when to accept an MPL Data Message, process its payl oad,
and retransmt it.

A Buffered Message Set records recently received MPL Data Messages
froman MPL Seed within an MPL Dormain. Each MPL Domai n has an
associ ated Buffered Message Set. MPL Data Messages resident in a
Buf f ered Message Set have sequence nunbers that are greater than
or equal to the mininmumthreshold maintained in the corresponding
Seed Set. MPL uses Buffered Message Sets to store MPL Data
Messages that may be transnmitted by the MPL Forwarder for

f orwar di ng.

Pr ot ocol Overvi ew

MPL achieves its goal by inplenmenting a controlled flood that
attenpts to dissemnate the nulticast data nessage to all interfaces
within an MPL Domain. MPL perfornms the follow ng tasks to

di ssem nate a multicast message:

o

When having a multicast nessage to forward into an MPL Domain, the
MPL Seed generates an MPL Data Message that includes the MPL
Dormai n Address as the | Pv6 Destination Address, the MPL Seed
Identifier, a newly generated sequence nunber, and the nulticast
message. |If the nmulticast destination address is not the MPL
Domai n Address, IP-in-1P tunneling [RFC2473] is used to
encapsul ate the nulticast nessage in an MPL Data Message,
preserving the original |IPv6 Destination Address.
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Upon receiving an MPL Data Message, the MPL Forwarder extracts the
MPL Seed and sequence nunber and determ nes whether or not the MPL
Dat a Message was previously received using the MPL Dormain’s Seed
Set and Buffered Message Set.

* |f the sequence nunber is |less than the | ower-bound sequence
nunber maintained in the Seed Set or a nessage with the sane
sequence number exists within the Buffered Message Set, the MPL
Forwar der marks the MPL Data Message as ol d.

* (Otherwi se, the MPL Forwarder nmarks the MPL Data Message as new.

For each newy received MPL Data Message, an MPL Forwarder updates
the Seed Set, adds the MPL Data Message into the Buffered Message
Set, processes its payload, and multicasts the MPL Data Message a
nunber of times on all MPL Interfaces participating in the same
MPL Domain to forward the nessage

Each MPL Forwarder may periodically link-local nulticast MPL
Control Messages on MPL Interfaces to comunicate information
contained in an MPL Domain’s Seed Set and Buffered Message Set.

Upon receiving an MPL Control Message, an MPL Forwarder determ nes
whet her or not there are any new MPL Data Messages that have yet
to be received by the MPL Control Message's source and nulticasts
those MPL Data Messages.

MPL’ s configuration paranmeters allow two forwardi ng strategies for
di ssem nati ng MPL Data Messages via MPL Interfaces:

Proactive Forwarding - Wth proactive forwardi ng, an MPL Forwar der

schedul es transm ssions of MPL Data Messages using the Trickle
algorithm wi thout any prior indication that neighboring nodes
have yet to receive the message. After transmitting the MPL Data
Message a |imted nunber of times, the MPL Forwarder nmay term nate
proactive forwarding for the MPL Data Message.

Reactive Forwarding - Wth reactive forwarding, an MPL Forwarder

link-local multicasts MPL Control Messages using the Trickle

al gorithm [ RFC6206]. MPL Forwarders use MPL Control Messages to
di scover new MPL Data Messages that have not yet been received
When di scovering that a nei ghboring MPL Forwarder has not yet
received an MPL Data Message, the MPL Forwarder schedul es those
MPL Data Messages for transmission using the Trickle algorithm
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Note that, when used within the sane MPL Donmi n, proactive and
reactive forwarding strategies are not nutually exclusive and nmay be
used sinmultaneously. For exanple, upon receiving a new MPL Data
Message when both proactive and reactive forwardi ng techniques are
enabl ed, an MPL Forwarder will proactively retransmt the MPL Data
Message a |imted nunmber of tinmes and schedule further transm ssions
upon receiving MPL Control Messages.

4.4. Signaling Overview
MPL generates and processes the foll owi ng nessages:

MPL Data Message - Cenerated by an MPL Seed to deliver a multicast
nessage across an MPL Dommin. The MPL Data Message's source is an
address in the Local Interface Set of the MPL Seed that generated
the message and is valid within the MPL Donain. The MPL Data
Message’ s destination is the MPL Domai n Address corresponding to
the MPL Domain. An MPL Data Message contains:

* The Seed ldentifier of the MPL Seed that generated the MPL Data
Message.

* The sequence nunber of the MPL Seed that generated the MPL Data
Message.

* The original nulticast nessage.

MPL Control Message - Cenerated by an MPL Forwarder to communicate
i nformati on contained in an MPL Domain’s Seed Set and Buffered
Message Set to nei ghboring MPL Forwarders. An MPL Control Message
contains a list of tuples for each entry in the Seed Set. Each
tupl e contains:

* The m ni mum sequence nunber maintained in the Seed Set for the
MPL Seed.

* A bit-vector indicating the sequence nunbers of MPL Data
Messages resident in the Buffered Message Set for the MPL Seed,
where the first bit represents a sequence nunmber equal to the
m ni mum threshold maintained in the Seed Set.

* The length of the bit-vector.
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MPL Par anmeters and Constants

This section describes various program and networki ng paraneters and
constants used by MPL.

MPL Mul ti cast Addresses

MPL makes use of MPL Donmain Addresses to identify MPL Interfaces of
an MPL Domain. By default, MPL Forwarders subscribe to the
ALL_MPL_FORWARDERS nul ticast address with Real mLocal scope (scop
val ue 3) [ RFC7346].

For each MPL Donmin Address that an MPL Interface subscribes to, the
MPL Interface MJUST al so subscribe to the MPL Domai n Address with

Li nk-Local scope (scop value 2) when reactive forwarding is in use.
MPL Forwarders use the |ink-scoped MPL Domai n Address to comuni cate
MPL Control Messages to neighboring (i.e., on-link) MPL Forwarders.

MPL Message Types

MPL defines an IPv6 Option for carrying an MPL Seed Identifier and a
sequence nunber within an MPL Data Message. The IPv6 Option Type has
val ue 0x6D.

MPL defines an | CMPv6 Message (MPL Control Message) for comrunicating
i nformati on contained in an MPL Donain’s Seed Set and Buffered
Message Set to neighboring MPL Forwarders. The MPL Control Message
has | CMPv6 Type 159.

MPL Seed ldentifiers

MPL uses MPL Seed ldentifiers to uniquely identify MPL Seeds wi thin
an MPL Domain. For each MPL Domain that the MPL Forwarder serves as
an MPL Seed, the MPL Forwarder MJUST have an associ ated MPL Seed
Identifier. An MPL Forwarder MAY use the sanme MPL Seed ldentifier
across nultiple MPL Domains, but the MPL Seed Identifier MJST be

uni que within each MPL Domai n. The nechani sm for assigning and
verifying uni queness of MPL Seed ldentifiers is not specified in this
docunent .

MPL Par aneters

PROACTI VE_ FORWARDI NG - A bool ean val ue that indicates whether or not
the MPL Forwarder schedul es MPL Data Message transm ssions after
receiving themfor the first tine. PROACTIVE FORWARDI NG has a
default value of TRUE. Al ML Interfaces on the same |ink SHOULD
be configured with the same val ue of PROACTI VE_FORWARDI NG  An
i npl enentati on MAY choose to vary the val ue of
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PROACTI VE_FORWARDI NG across interfaces on the same link if
reactive forwarding is also in use. The mechanismfor setting
PROACTI VE_FORWARDI NG i s not specified within this docunent.

SEED SET _ENTRY_LIFETIME - The mininumlifetime for an entry in the
Seed Set. SEED SET ENTRY_LI FETIME has a default val ue of
30 mnutes. It is RECOWENDED that all MPL Forwarders use the
sane val ue for SEED SET _ENTRY_LI FETIME for a given MPL Dommin and
use a default value of 30 minutes. Using a value of
SEED SET _ENTRY_LI FETIME that is too small can cause the duplicate
detection nmechanismto fail, resulting in an MPL Forwarder
receiving a given MPL Data Message nore than once. The mechani sm
for setting SEED SET ENTRY_LIFETIME is not specified within this
document .

As specified in [ RFC6206], a Trickle timer runs for a defined
interval and has three configuration paraneters: the mninuminterva
size Imn, the maxi muminterval size Inmax, and a redundancy

constant k.

Thi s specification defines a fourth Trickle configuration paraneter,
Ti mer Expi rati ons, which indicates the nunber of Trickle tinmer
expiration events that occur before term nating the Trickle algorithm
for a given MPL Data Message or MPL Control Message.

Each MPL Interface uses the following Trickle paranmeters for MPL Data
Message and MPL Control Message transmi ssions:

DATA MESSAGE IMN - The minimum Trickle timer interval, as defined
in [ RFC6206], for MPL Data Message transm ssions.
DATA MESSAGE | M N has a default value of 10 times the expected
['i nk-1ayer | atency.

DATA MESSAGE | MAX - The maxi mum Trickle timer interval, as defined
in [ RFC6206], for MPL Data Message transm ssions.
DATA MESSAGE | MAX has a default val ue equal to DATA MESSAGE | M N

DATA MESSAGE K - The redundancy constant, as defined in [ RFC6206],
for MPL Data Message transm ssions. DATA MESSAGE K has a default
val ue of 1.

DATA MESSAGE Tl MER_EXPI RATIONS - The nunber of Trickle tiner
expirations that occur before ternminating the Trickle algorithms
retransm ssion of a given MPL Data Message.
DATA_MESSAGE_TI MER_EXPI RATI ONS has a default val ue of 3.
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CONTROL_MESSAGE IMN - The minimum Trickle tiner interval, as
defined in [ RFC6206], for MPL Control Message transni ssions.
CONTROL_MESSAGE | M N has a default value of 10 tines the
wor st -case |ink-layer |atency.

CONTROL_MESSAGE | MAX - The naximum Trickle tinmer interval, as
defined in [ RFC6206], for MPL Control Message transni ssions.
CONTROL_MESSAGE | MAX has a default value of 5 ninutes.

CONTROL_MESSAGE_K - The redundancy constant, as defined in
[ RFC6206], for MPL Control Message transm ssions.
CONTROL_MESSAGE K has a default value of 1.

CONTROL_MESSAGE_TI MER EXPI RATIONS - The nunber of Trickle tiner
expirations that occur before termi nating the Trickle al gorithm
for MPL Control Message transmni ssions.
CONTROL_MESSAGE_TI MER_EXPI RATI ONS has a default val ue of 10.

As described in [ RFC6206], if different nodes have different
configuration paraneters, Trickle nmay have uni ntended behavi ors.
Therefore, it is RECOWENDED that all MPL Interfaces attached to the
same link of a given MPL Donmain use the same values for the Trickle
par anet ers above for a given MPL Domain. The mechanismfor setting
the Trickle paraneters is not specified within this docunent.

The default MPL parameters specify a forwarding strategy that
utilizes both proactive and reactive techniques. Using these default
val ues, an MPL Forwarder proactively transmts any new MPL Data
Messages it receives and then uses MPL Control Messages to trigger
addi ti onal MPL Data Message retransm ssi ons where nessage drops are
detected. Setting DATA MESSAGE | MAX to the sane val ue as

DATA MESSAGE IMN in this case is acceptable, since subsequent MPL
Dat a Message retransm ssions are triggered by MPL Control Messages,
where CONTROL_MESSAGE | MAX is greater than CONTROL_MESSAGE | M N
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6. Protocol Message Fornmats

Messages generated and processed by an MPL Forwarder are described in
this section.

6.1. MPL Option

The MPL Option is carried in MPL Data Messages in an | Pv6 Hop- by- Hop
Options header, inmrediately following the | Pv6 header. The MPL
Option has the follow ng fornat:

0 1 2 3

01234567890123456789012345678901
R i T S e ol it (R R
| Option Type | Opt Data Len

B I i o SIS I I Y Y Y S T T T T N i S N S S il o S S I S

| S|IMV] rsv | sequence | seed-id (optional)

B ol it I R S T et S i e e s s s sl o it SRR I TR Sl e T S I SR g

Option Type 0x6D.
Opt Data Len Length of the Option Data field [ RFC2460] in octets.

S 2-bit unsigned integer. Identifies the length of the
seed-id. 'O indicates that the seed-id is the |Pv6
Source Address and not included in the MPL Option
1" indicates that the seed-id is a 16-bit unsigned
integer. '2' indicates that the seed-id is a 64-bit
unsigned integer. '3 indicates that the seed-id is a
128-bit unsigned integer

M 1-bit flag. '1' indicates that the value in the
sequence field is known to be the | argest sequence
nunber that was received fromthe MPL Seed.

\% 1-bit flag. '0" indicates that the MPL Option
conforms to this specification. MPL Data Messages
with an MPL Option in which this flag is set to 1 MJST
be dropped.

rsv 4-bit reserved field. MJIST be set to 0 on
transm ssion and i gnored on reception
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sequence 8-bit unsigned integer. Identifies relative ordering
of MPL Data Messages fromthe MPL Seed identified by
the seed-id.

seed-id Uniquely identifies the MPL Seed that initiated

di ssem nation of the MPL Data Message. The size of
the seed-id is indicated by the S field.

The Option Data (specifically, the Mflag) of the MPL Option is
updated by MPL Forwarders as the MPL Data Message is forwarded.

Nodes that do not understand the MPL Option MJST discard the MPL Data
Message. Thus, according to [ RFC2460], the three high-order bits of
the Option Type are set to '011'. The Option Data length is

vari abl e.

The seed-id uniquely identifies an MPL Seed. Wen the seed-id is

128 bits (S=3), the MPL Seed MAY use an | Pv6 address assigned to one
of its interfaces that is unique within the MPL Dormai n. Managi ng MPL
Seed ldentifiers is not within the scope of this docunent.

The sequence field establishes a total ordering of MPL Data Messages
generated by an MPL Seed for an MPL Domain. The MPL Seed MJST

i ncrenent the sequence field s value on each new MPL Data Message
that it generates for an MPL Domain. |nplenmentations MJST follow the
Serial Nunber Arithmetic as defined in [RFC1982] when increnenting a
sequence val ue or conparing two sequence val ues.

Future updates to this specification may define additional fields
followi ng the seed-id field.

6.2. MPL Control Message

An MPL Forwarder uses | CVPv6 Messages to communicate information
contained in an MPL Domain’s Seed Set and Buffered Message Set to
nei ghbori ng MPL Forwarders. The MPL Control Message has the

foll owi ng fornmat

0 1 2 3
01234567890123456789012345678901
B I i o SIS I I Y Y Y S T T T T N i S N S S il o S S I S

| Type | Code | Checksum

B ol it I R S T et S i e e s s s sl o it SRR I TR Sl e T S I SR g
| |
. MPL Seed I nfo[O..n] .

T S T ST S S e T S S S S S S i
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I P Fields:

Sour ce Address An | Pv6 address in the AddressSet of the
corresponding MPL Interface. MJST be valid
within the MPL Donmi n.

Destinati on Address The |ink-scoped MPL Donai n Address
corresponding to the MPL Domai n

Hop Limt 255

| CMPv6 Fi el ds:

Type 159

Code 0

Checksum The | CVP checksum  See [ RFC4443].

MPL Seed I nfo[O..n] Li st of zero or nore MPL Seed Info entries.

The MPL Control Message indicates the sequence nunmbers of MPL Data
Messages that are within the MPL Domain’s Buffered Message Set. The
MPL Control Message al so indicates the sequence nunbers of MPL Data
Messages that an MPL Forwarder is willing to receive. The MPL
Control Message all ows nei ghboring MPL Forwarders to determ ne

whet her or not there are any new MPL Data Messages to exchange.

6.3. ML Seed Info

The MPL Seed |Info encodes the nini mum sequence nunber for an MPL Seed
mai ntained in the MPL Domain’s Seed Set. The MPL Seed Info also

i ndi cates the sequence nunmbers of MPL Data Messages generated by the
MPL Seed that are stored within the MPL Domain’ s Buffered Message
Set. The MPL Seed Info has the follow ng format:

0 1 2 3
01234567890123456789012345678901
B I i o SIS I I Y Y Y S T T T T N i S N S S il o S S I S
| m n- segno | bmlen | S| seed-id (0/2/8/16 octets) |
B ol it I R S T et S i e e s s s sl o it SRR I TR Sl e T S I SR g
| |
. buf f er ed- npl - nessages (vari abl e | ength) .

T S T ST S S e T S S S S S S i
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nm n-segno 8-bit unsigned integer. The |ower-bound
sequence nunber for the MPL Seed.

bm | en 6-bit unsigned integer. The size of
buf f er ed- npl - nessages in octets.

S 2-bit unsigned integer. Identifies the
length of the seed-id. 'O indicates that
the seed-id value is the I Pv6 Source Address
and not included in the MPL Seed Info. '1’
indicates that the seed-id value is a 16-bit
unsigned integer. '2' indicates that the
seed-id value is a 64-bit unsigned integer
3" indicates that the seed-id is a 128-bit
unsi gned i nt eger

seed-id Vari abl e-1 ength unsi gned integer. Indicates
the MPL Seed associated with this MPL
Seed | nfo.

buf f er ed- npl - messages Variabl e-length bit-vector. Identifies the

sequence nunbers of MPL Data Messages

mai ntai ned in the correspondi ng Buffered
Message Set for the MPL Seed. The i-th bit
represents a sequence nunber of m n-seqno
+i. "0 indicates that the corresponding
MPL Data Message does not exist in the

Buf fered Message Set. ’'1' indicates that the
correspondi ng MPL Data Message does exist in
the Buffered Message Set.

The MPL Seed Info does not have any octet alignment requirenent.

7. Information Base

7.1. Local Interface Set
The Local Interface Set records the local MPL Interfaces of an MPL
Forwarder. The Local Interface Set consists of Local Interface

Tupl es, one per MPL Interface: (AddressSet).

AddressSet - a set of unicast addresses assigned to the MPL
I nterface.

Hui & Kel sey St andards Track [ Page 17]



RFC 7731 MPL February 2016

7.

7.

2. Domain Set

The Domain Set records the MPL Interfaces that subscribe to each MPL
Domai n Address. The Donmain Set consists of MPL Dommin Tuples, one
per MPL Domain: (MPLInterfaceSet).

MPLI nterfaceSet - a set of MPL Interfaces that subscribe to the MPL
Donai n Address that identifies the MPL Domain

3. Seed Set

A Seed Set records a sliding window used to determ ne the sequence
nunbers of MPL Data Messages (generated by the MPL Seed) that an MPL
Forwarder is willing to accept. An MPL Forwarder mmintains a Seed
Set for each MPL Dormain that it participates in. A Seed Set consists
of MPL Seed Tuples: (Seedl D, M nSequence, Lifetine).

SeedlID - the identifier for the MPL Seed.

M nSequence - a | ower-bound sequence nunber that represents the
sequence nunber of the ol dest MPL Data Message the MPL Forwarder
iswilling to receive or transmt. An MPL Forwarder MJST ignore

any MPL Data Message that has a sequence val ue | ess than
M nSequence.

Lifetime - indicates the minimumremaining lifetime of the Seed Set
entry. An MPL Forwarder MUST NOT free a Seed Set entry before the
remaining lifetime expires.

7.4. Buffered Message Set

Hui

A Buffered Message Set records recently received MPL Data Messages
froman MPL Seed within an MPL Dormain. An MPL Forwarder uses a
Buf f ered Message Set to buffer MPL Data Messages while the MPL
Forwarder is forwarding the MPL Data Messages. An MPL Forwar der

mai ntai ns a Buffered Message Set for each MPL Donmin that it
participates in. A Buffered Message Set consists of Buffered Message
Tupl es: (Seedl D, SequenceNunber, DataMessage).

SeedlID - the identifier for the MPL Seed that generated the MPL Data
Message.

SequenceNunber - the sequence nunber for the MPL Data Message.

Dat aMessage - the MPL Data Message.
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Al MPL Data Messages within a Buffered Message Set MUST have a
sequence nunber greater than or equal to M nSequence for the
correspondi ng Seedl D. Wen increasing M nSequence for an MPL Seed,
the MPL Forwarder MJUST del ete any MPL Data Messages fromthe
correspondi ng Buffered Message Set that have sequence nunbers |ess
than M nSequence.

MPL Seed Sequence Nunbers

Each MPL Seed mmi ntai ns a sequence nunber for each MPL Domain that it
serves. The sequence nunbers are included in MPL Data Messages
generated by the MPL Seed. The MPL Seed MUST increnent the sequence
nunber for each MPL Data Message that it generates for an MPL Domai n.
| npl enentati ons MJST follow the Serial Nunber Arithmetic as defined
in [ RFC1982] when increnenting a sequence value or comnparing two
sequence val ues. This sequence number is used to establish a tota
ordering of MPL Data Messages generated by an MPL Seed for an MPL
Domai n.

MPL Data Messages
MPL Data Message Ceneration

MPL Data Messages are generated by MPL Seeds when these nmessages
enter the MPL Donmain. All MPL Data Messages have the follow ng
properties:

o The |IPv6 Source Address MJST be an address in the AddressSet of a
corresponding MPL Interface and MJST be valid within the MPL
Domai n.

o The I Pv6 Destination Address MJUST be set to the MPL Domai n Address
corresponding to the MPL Domai n

0 An MPL Data Message MJST contain an MPL Option in its | Pv6 header
to identify the MPL Seed that generated the nessage and the
ordering relative to other MPL Data Messages generated by the
MPL Seed.

When the destination address is an MPL Domai n Address and the source
address is in the AddressList of an MPL Interface that belongs to
that MPL Donai n Address, the application nessage and the MPL Data
Message MAY be identical. |n other words, the MPL Data Message may
contain a single | Pv6 header that includes the MPL Option

O herwi se, |IPv6-in-1Pv6 encapsul ati on MUST be used to satisfy the MPL

Dat a Message requirenents |isted above [ RFC2473]. The conplete
| Pv6-in-1Pv6 nessage forns an MPL Data Message. The outer |Pv6
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header conforns to the MPL Data Message requirenents |isted above.
The encapsul ated | Pv6 dat agram encodes the nulticast data nessage
that is comuni cated beyond the MPL Domai n

MPL Data Message Transm ssion

An MPL Forwarder manages transm ssion of MPL Data Messages in its
Buf f ered Message Sets using the Trickle algorithm][RFC6206]. An MPL
Forwar der MUST use a separate Trickle timer for each MPL Data Message
that it is actively forwarding. |In accordance with Section 5 of

RFC 6206 [ RFC6206], the followi ng itenms apply:

o This docunent defines a "consistent" transm ssion as receiving an
MPL Data Message that has the same MPL Domai n Address, seed-id,
and sequence value as the MPL Data Message nmanaged by the
Trickle tiner.

o This docunent defines an "inconsistent” transm ssion as receiving
an MPL Data Message that has the same MPL Donmin Address, seed-id
value, and the Mflag set, but has a sequence val ue | ess than that
of the MPL Data Message managed by the Trickle tiner.

o This docunent does not define any external "events".
o This docunent defines MPL Data Messages as Trickl e nessages.

o The actions outside the Trickle algorithmthat MPL takes involve
managi ng the MPL Domain’s Seed Set and Buffered Message Set.

As specified in [ RFC6206], a Trickle tinmer has three variables: the
current interval sizel, atime within the current interval t, and a
counter ¢. ML defines a fourth variable, e, which counts the nunber
of Trickle tinmer expiration events since the Trickle tiner was | ast
reset.

After DATA MESSAGE Tl MER EXPI RATI ONS Trickle tiner events, the MPL
Forwar der MJST disable the Trickle timer. Wen a buffered MPL Data
Message does not have an associated Trickle tinmer, the MPL Forwarder
MAY del ete the nessage fromthe Buffered Message Set by advanci ng the
M nSequence val ue of the corresponding MPL Seed in the Seed Set.

VWen the MPL Forwarder no | onger buffers any nessages for an MPL
Seed, the MPL Forwarder MJST NOT increnent M nSequence for that

MPL Seed.

When transmitting an MPL Data Message, the MPL Forwarder MUST either
set the Mflag to zero or set it to a level that indicates whether or
not the nessage’s sequence nunber is the |argest value that has been
received fromthe MPL Seed.

& Kel sey St andards Track [ Page 20]



RFC 7731 MPL February 2016

9.3.

Hui

MPL Data Message Processing

Upon receiving an MPL Data Message, the MPL Forwarder first processes
the MPL Option and updates the Trickle timer associated with the MPL
Data Message if one exists.

Upon receiving an MPL Data Message, an MPL Forwarder MJST perform one
of the follow ng actions:

o Accept the nessage and enter the MPL Data Message in the MPL
Domain’ s Buffered Message Set.

o Accept the nessage and update the correspondi ng M nSequence in
the MPL Domain’s Seed Set to 1 greater than the nmessage’s
sequence nunber.

o Discard the nessage w thout any change to the MPL
I nformati on Base.

If a Seed Set entry exists for the MPL Seed, the MPL Forwarder MUST
di scard the MPL Data Message if its sequence number is |ess than
M nSequence or exists in the Buffered Message Set.

If a Seed Set entry does not exist for the MPL Seed, the MPL
Forwarder MUST create a new entry for the MPL Seed before accepting
the MPL Data Message.

If nmenmory is limted, an MPL Forwarder SHOULD recl ai m menory
resources by:

o Increnmenting M nSequence entries in a Seed Set and del eting MPL
Data Messages in the corresponding Buffered Message Set that fal
bel ow t he M nSequence val ue

o Deleting other Seed Set entries that have expired and the
correspondi ng MPL Data Messages in the Buffered Message Set.

If the MPL Forwarder accepts the MPL Data Message, the MPL Forwarder
MUST performthe foll ow ng actions:

0 Reset the Lifetime of the corresponding Seed Set entry to
SEED_SET_ENTRY_LI FETI ME

o |f PROACTIVE FORWARDING is TRUE, the MPL Forwarder MJST initialize
and start a Trickle timer for the MPL Data Message.

& Kel sey St andards Track [ Page 21]



RFC 7731 MPL February 2016

10.

10.

10.

Hui

o If the MPL Control Message Trickle timer is not running and
CONTROL_MESSAGE_TI MER EXPI RATI ONS i s non-zero, the MPL Forwarder
MUST initialize and start the MPL Control Message Trickle tiner.

o If the MPL Control Message Trickle timer is running, the MPL
Forwarder MUST reset the MPL Control Message Trickle tiner.

MPL Control Messages
1. MPL Control Message Generation

An MPL Forwarder generates MPL Control Messages to conmuni cate an MPL
Domain's Seed Set and Buffered Message Set to nei ghboring MPL
Forwarders. Each MPL Control Message is generated according to
Section 6.2, with an MPL Seed Info entry for each entry in the MPL
Domain’s Seed Set. Each MPL Seed Info entry has the foll ow ng
content:

0 S set tothe size of the seed-id field in the MPL Seed Info entry.
0 mn-segno set to the M nSequence val ue of the MPL Seed.

o bmlen set to the size of buffered-npl-nmessages in octets.

0 seed-id set to the MPL Seed ldentifier

o buffered-npl-nmessages with each bit representing whether or not an
MPL Data Message with the correspondi ng sequence number exists in
the Buffered Message Set. The i-th bit represents a sequence
nunber of mn-seqno + i. 0 indicates that the correspondi ng MPL
Dat a Message does not exist in the Buffered Message Set. '1’

i ndi cates that the corresponding MPL Data Message does exist in
the Buffered Message Set.

2. MPL Control Message Transm ssion

An MPL Forwarder transmits MPL Control Messages using the Trickle
algorithm An MPL Forwarder maintains a single Trickle timer for
each MPL Domamin. When CONTROL_MESSAGE Tl MER EXPIRATIONS is 0, the
MPL Forwarder does not execute the Trickle algorithmand does not
transmt MPL Control Messages. |In accordance with Section 5 of
RFC 6206 [ RFC6206], the following itens apply:

0 This document defines a "consistent” transmi ssion as receiving an
MPL Control Message that results in a determination that neither
the receiving nor transmitting node has any new MPL Data Messages
to offer.
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o This docunent defines an "inconsistent" transm ssion as receiving
an MPL Control Message that results in a determnation that either
the receiving or transmitting node has at |east one new MPL Data
Message to offer.

o The Trickle tiner is reset in response to external "events". This
docunent defines an "event" as increasing the MnSequence val ue of
any entry in the correspondi ng Seed Set or adding a nessage to the
correspondi ng Buffered Message Set.

o This docunent defines an MPL Control Message as a Trickle nessage.

As specified in [ RFC6206], a Trickle tiner has three variables: the
current interval size |, atinme within the current interval t, and a
counter ¢c. ML defines a fourth variable, e, which counts the numnber
of Trickle timer expiration events since the Trickle timer was | ast
reset. After CONTROL_MESSAGE Tl MER EXPI RATIONS Trickle timer events,
the MPL Forwarder MJST disable the Trickle tiner.

3. ML Control Message Processing

An MPL Forwarder processes each MPL Control Message that it receives
to determine if it has any new MPL Data Messages to receive or offer.

An MPL Forwarder determines if a new MPL Data Message has not been
received froma nei ghboring node if any of the follow ng conditions
hol d true:

o The MPL Control Message includes an MPL Seed that does not exi st
in the MPL Dormain’s Seed Set.

o The MPL Control Message indicates that the nei ghbor has an MPL
Data Message in its Buffered Message Set with sequence nunber
greater than M nSequence (i.e., the i-th bit is set to 1 and
m n-segno + i > M nSequence) and is not included in the MPL
Domain’ s Buffered Message Set.

When an MPL Forwarder determines that it has not yet received an MPL
Dat a Message buffered by a neighboring device, the MPL Forwarder MJUST
reset its Trickle tiner associated with MPL Control Message

transm ssions. |If an MPL Control Message Trickle tiner is not
running, the MPL Forwarder MJST initialize and start a new

Trickle tiner.
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An MPL Forwarder determines if an MPL Data Message in the Buffered
Message Set has not yet been received by a nei ghboring MPL Forwarder
if any of the followi ng conditions hold true:

o The MPL Control Message does not include an MPL Seed for the MPL
Dat a Message.

o The MPL Data Message’'s sequence nunber is greater than or equal to
m n-segno and not included in the neighbor’s correspondi ng
Buf fered Message Set (i.e., the MPL Data Message' s sequence number
does not have a corresponding bit in buffered-npl-nmessages
set to 1).

When an MPL Forwarder deternmines that it has at |east one MPL Data
Message in its correspondi ng Buf fered Message Set that has not yet
been received by a neighbor, the MPL Forwarder MJST reset the MPL
Control Message Trickle timer. Additionally, for each of those
entries in the Buffered Message Set, the MPL Forwarder MJST reset the
Trickle tiner and reset e to 0. |If a Trickle timer is not associated
with the MPL Data Message, the MPL Forwarder MJST initialize and
start a new Trickle tiner.

| ANA Consi derations
Thi s docunent defines one |Pv6 Option, a type that has been all ocated
fromthe I Pv6 "Destination Options and Hop-by-Hop Options" registry
of [ RFC2780].

Thi s docunent defines one | CMPv6 Message, a type that has been
allocated fromthe "I CVMPv6 'type’ Nunbers" registry of [RFC4443].

Thi s docunent registers a well-known nulticast address fromthe
“Variabl e Scope Milticast Addresses" registry of [ RFC3307].

1. MPL Option Type
| ANA has allocated an I Pv6 Option Type fromthe I Pv6 "Destination

Options and Hop-by-Hop Options" registry of [RFC2780], as specified
in Table 1 bel ow

TSR +--m - - +--m - - Fomm - S TSR +
| Hex Value | act | chg | rest | Description | Reference

Fom oo +o-m o - +o-m o - Fomm o - U Fom oo +
| Ox6D | 01| 1 | 01101 | MPL Option | RFC 7731 |
R +--- - - +--- - - R R R +

Table 1: 1Pv6 Option Type Allocation
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Not e: | ANA has nmarked the val ue 0x4D (previously "MPL Option") as
"Deprecated".

2. MPL | CVPv6 Type

| ANA has all ocated an | CWPv6 Type fromthe "I CMPv6 'type’ Nunbers”
registry of [RFC4443], as specified in Table 2 bel ow

o T e +
| Type | Nanme | Reference
S R, T TSR +
| 159 | MPL Control Message | RFC 7731
S S R R S +

Tabl e 2: ICVWPv6 Type All ocation
3. Well-Known Multicast Addresses

| ANA has allocated an I Pv6 nmulticast address, with Group IDin the
range [0x01, OxFF] for |Pv6 over Low Power Wreless Personal Area

Net wor k (6LOWPAN) conpression [ RFC6282], "ALL_MPL_FORWARDERS' from
the "Variable Scope Milticast Addresses" sub-registry of the "IPv6
Mul ticast Address Space Registry" [RFC3307], as specified in Table 3
bel ow:

o e e e e e oo o e e e e Fom e Fom o +
| Addr ess(es) | Descri ption | Reference | Dat e

| | | | Registered
T o e e e oo TSR S +
| FFOX:0:0:0:0:0:0:FC | ALL_MPL_FORWARDERS | RFC 7731 | 2013-04-10
e Fom e e e e e oo Fom oo Fom ek +

Tabl e 3: Variabl e Scope Miulticast Address Allocation
Security Considerations

MPL uses sequence nunbers to maintain a total ordering of MPL Data
Messages froman MPL Seed. The use of sequence nunbers allows a

deni al -of -service attack where an attacker can spoof a nmessage with a
sufficiently | arge sequence nunber to (i) flush nessages fromthe
Buf f ered Message List and (ii) increase the M nSequence val ue for an
MPL Seed in the corresponding Seed Set. In both cases, the side
effect allows an attacker to halt the forwardi ng process of any MPL
Dat a Messages being di ssem nated and prevents MPL Forwarders from
accepting new MPL Data Messages that an MPL Seed generates while the
sequence nunber is |less than M nSequence or until the correspondi ng
Seed Set Entry expires. The net effect applies to both proactive and
reactive forwardi ng nodes.

& Kel sey St andards Track [ Page 25]



RFC 7731 MPL February 2016

13.

13.

Hui

In general, the basic ability to inject nessages into an LLN may be
used as a deni al -of -service attack, regardl ess of what forwarding
protocol is used. Because MPL is a dissem nation protocol, the
ability to spoof MPL messages allows an attacker to affect an entire
MPL Domai n. For these reasons, LLNs typically enploy |ink-Iayer
security nechanisns to mtigate an attacker’s ability to inject
nessages. For exanple, the | EEE 802.15.4 [| EEE802. 15. 4] standard
specifies frame security mechani snms using AES-128 to support access
control, nessage integrity, nessage confidentiality, and replay
protection. However, if the attack vector includes attackers that
have access to the LLN, then MPL SHOULD NOT be used.

To prevent attackers frominjecting packets through an MPL Forwarder,
the MPL Forwarder MUST NOT accept or forward MPL Data Messages from a
comuni cation interface that does not subscribe to the MPL Domain
Address identified in the message’ s destination address.

MPL uses the Trickle algorithmto nanage nessage transm ssions;
therefore, the security considerations described in [ RFC6206] apply.
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