I nt ernet Engi neering Task Force (1 ETF) S. Banks

Request for Comments: 7654 VSS Moni toring
Cat egory: I nfornmational F. Calabria
I SSN: 2070-1721 Cisco Systemns
G Czirjak

R Machat

Juni per Networ ks
Cct ober 2015

Benchnmar ki ng Met hodol ogy for |In-Service Software Upgrade (1 SSU)
Abst r act

Modern forwardi ng devices attenpt to mnimze any control - and dat a-
pl ane di sruptions while performng planned software changes by

i mpl enenting a techni que commonly known as | n-Service Software
Upgrade (I1SSU). This docunent specifies a set of common

nmet hodol ogi es and procedures designed to characterize the overal
behavi or of a Device Under Test (DUT), subject to an |ISSU event.

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the I ESG are a candidate for any |level of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc7654.
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1. Introduction

As required by nost Service Provider (SP) network operators, |SSU
functionality has been inplemented by nodern forwardi ng devices to
upgrade or downgrade from one software version to another with a goa
of elimnating the dowtine of the router and/or the outage of
service. However, it is noted that while nost operators desire
conplete elimnation of downtine, mnimzation of downtine and
service degradation is often the expectation

The 1SSU operation nmay apply in terns of an atom c versi on change of
the entire systemsoftware or it may be applied in a nore nodul ar
sense, such as for a patch or naintenance upgrade. The procedure
descri bed herein may be used to verify either approach, as may be
supported by the vendor hardware and software.

In support of this document, the desired behavior for an | SSU
operation can be summari zed as foll ows:

- The software is successfully migrated fromone version to a
successi ve version or vice versa

- There are no control-plane interruptions throughout the process.
That is, the upgrade/ downgrade coul d be acconplished while the

device remains "in service". It is noted, however, that nost
service providers will still undertake such actions in a

mai nt enance wi ndow (even in redundant environments) to mnimze
any ri sk.

- Interruptions to the forwarding plane are mnimal to none.

- The total tine to acconplish the upgrade is mnimzed, again to
reduce potential network outage exposure (e.g., an externa
failure event mght inpact the network as it operates with reduced
r edundancy) .

Thi s docunent provides a set of procedures to characterize a given
forwardi ng device' s | SSU behavi or quantitatively, fromthe
per spective of neeting the above expectati ons.

Di fferent hardware configurations may be expected to be benchmarked,
but a typical configuration for a forwardi ng device that supports

| SSU consists of at |east one pair of Routing Processors (RPs) that
operate in a redundant fashion, and single or nultiple forwarding
engines (line cards) that may or nay not be redundant, as well as
fabric cards or other conponents as applicable. This does not
preclude the possibility that a device in question can perform | SSU
functions through the operation of independent process conponents,
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whi ch may be upgraded without inpact to the overall operation of the
device. As an exanple, perhaps the software nodul e i nvol ved in SNWP
functions can be upgraded without inpacting other operations.

The concept of a nmulti-chassis depl oynent may al so be characterized
by the current set of proposed nethodol ogi es, but the inplenmentation-
specific details (i.e., process placenent and others) are beyond the
scope of the current docunent.

Si nce nost nodern forwardi ng devices, where |SSU woul d be applicabl e,
do consist of redundant RPs and hardware-separated control -pl ane and
dat a- pl ane functionality, this docunent will focus on nethodol ogi es
that would be directly applicable to those platforns. It is
anticipated that the concepts and approaches described herein may be
readi |y extended to accommodat e ot her device architectures as well.

2. Conventions Used in This Document

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [ RFC2119].

In this document, these words will appear with that interpretation
only when in ALL CAPS. Lowercase uses of these words are not to be
interpreted as carrying the significance of RFC 2119.

3. Ceneric |ISSU Process, Phased Approach

| SSU may be viewed as the behavior of a device when exposed to a

pl anned change in its software functionality. This nmay nean changes
to the core operating system separate processes or daenpns, or even
firmvare | ogic in progranmabl e hardware devices (e.g., Conplex
Programmabl e Logi ¢ Device (CPLD) or Field-Programuable Gate Array
(FP&Y)). The goal of an ISSU inplenentation is to pernmt such
actions with minimal or no disruption to the primary operation of the
device in question

| SSU may be user initiated through direct interaction with the device
or activated through sone autonated process on a nmanagenment system or
even on the device itself. For the purposes of this docunent, we
will focus on the nodel where the ISSU action is initiated by direct
user intervention.

The | SSU process can be viewed as a series of different phases or
activities, as defined below For each of these phases, the test
operator nust record the outcone as well as any rel evant observations
(defined further in the present docunent). Note that, a given vendor
i npl enentation may or may not permt the abortion of the in-progress
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| SSU at particular stages. There nay al so be certain restrictions as
to I SSU availability given certain functional configurations (for
exanple, 1SSU in the presence of Bidirectional Failure Detection
(BFD) [ RFC5880] may not be supported). It is incunmbent upon the test
operator to ensure that the DUT is appropriately configured to
provide the appropriate test environnent. As with any properly
orchestrated test effort, the test plan docunment should reflect these
and other relevant details and should be witten with close attention
to the expected production operating environnent. The conbi ned

anal ysis of the results of each phase will characterize the overal

| SSU process with the main goal of being able to identify and
quantify any disruption in service (fromthe data- and control -pl ane
perspective) allow ng operators to plan their mai ntenance activities
with greater precision.

3.1. Software Downl oad

In this first phase, the requested software package may be downl oaded
to the router and is typically stored onto a device. The downl oadi ng
of software nmay be perforned autonatically by the device as part of
the upgrade process, or it may be initiated separately. Such
separation allows an adm nistrator to downl oad the new code inside or
out side of a mmintenance wi ndow, it is anticipated that downl oadi ng
new code and saving it to disk on the router will not inpact
operations. |In the case where the software can be downl oaded out si de
of the actual upgrade process, the admnistrator should do so;

downl oadi ng software can skew timng results based on factors that
are often not conparative in nature. |Internal conpatibility
verification my be perforned by the software running on the DUT, to
verify the checksumof the files downl oaded as well as any ot her
pertinent checks. Dependi ng upon vendor inplenentation, these
nmechani sns may include 1) verifying that the downl oaded nodul e(s)

neet a set of identified prerequisites such as (but not linmted to)
hardware or firmware conpatibility or mnimum software requirenents
or even 2) ensuring that device is "authorized" to run the target
sof t war e.

Where such nechani sns are made avail abl e by the product, they should
be verified, by the tester, with the goal of avoiding operationa

i ssues in production. Verification should include both positive
verification (ensuring that an I SSU action should be permtted) as
wel |l as negative tests (creation of scenarios where the verification
nmechani sns woul d report exceptions).
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3.2. Software Staging

In this second phase, the requested software package is | oaded in the
perti nent conmponents of a given forwarding device (typically the RP
in standby state). Internal conpatibility verification may be
perfornmed by the software running on the DUT, as part of the upgrade
process itself, to verify the checksumof the files downl oaded as
wel | as any other pertinent checks. Dependi ng upon vendor

i mpl ement ati on, these nmechanisnms may include verification that the
downl oaded nodul e(s) nmeet a set of identified prerequisites such as
hardware or firnmware conpatibility or mnimum software requirenents.
Where such nechani sns are made avail abl e by the product, they should
be verified, by the tester (again with the goal of avoiding
operational issues in production). In this case, the execution of
these checks is within the scope of the upgrade tine and shoul d be
included in the testing results. Once the new software i s downl oaded
to the pertinent conponents of the DUT, the upgrade begins, and the
DUT begins to prepare itself for upgrade. Depending on the vendor

i npl enentation, it is expected that redundant hardware pieces within
the DUT are upgraded, including the backup or secondary RP

3.3. Upgrade Run

In this phase, a switchover of RPs may take place, where one RP is
now upgraded with the new version of software. More inportantly, the
"Upgrade Run" phase is where the internal changes nmade to information
and state (stored on the router, on disk, and in nmenory) are either
mgrated to the "new' version of code, or transfornmed/rebuilt to neet
the standards of the new version of code, and pushed onto the
appropriate pieces of hardware. It is within this phase that any

out age(s) on the control or forwardi ng plane may be expected to be
observed. This is the critical phase of the | SSU where the contro
pl ane should not be inpacted and any interruptions to the forwarding
pl ane should be mniml to none.

If any control- or data-plane interruptions are observed within this
stage, they should be recorded as part of the results docunent.

For some inplenmentations, the two stages, as described in Section 3.2
and above, may be concatenated into one nonolithic operation. In
that case, the calculation of the respective ISSU tinme intervals my
need to be adapted accordingly.
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3.4. Upgrade Acceptance

In this phase, the new version of software nust be running in all the
physi cal nodes of the |ogical forwarding device (RPs and |ine cards
as applicable). At this point, configuration control is returned to
the operator, and nornal device operation, i.e., outside of |SSU
oriented operation, is resuned.

4. Test Methodol ogy

As stated by [ RFC6815], the Test Topol ogy Setup must be part of an
| sol ated Test Environnent (ITE)

The reporting of results nmust take into account the repeatability
consi derations from Section 4 of [RFC2544]. It is RECOVMMENDED to
performmultiple trials and report average results. The results are
reported in a sinple statenent including the measured frane | oss and
| SSU i npact tines.

4.1. Test Topol ogy

The hardware configuration of the DUT (Device Under Test) shoul d be
identical to the one expected to be or currently deployed in
production in order for the benchmark to have rel evance. This would
i ncl ude the nunber of RPs, hardware version, nenory, and initia
software rel ease, any comon chassi s conponents, such as fabric
hardware in the case of a fabric-switching platform and the specific
line cards (version, nenory, interfaces type, rate, etc.).

For the control and data plane, differing configuration approaches
may be utilized. The reconmended approach relies on "m mcking" the
exi sting production data- and control -plane information, in order to
emul ate all the necessary Layer 1 through Layer 3 commrunicati ons and,
if appropriate, the upper-layer characteristics of the network, as
wel |l as end-to-end traffic/conmunication pairs. In other words,
design a representative | oad nodel of the production environnment and
depl oy a col | apsed topology utilizing test tools and/or externa
devices, where the DUT will be tested. Note that, the negative

i mpact of I1SSU operations is likely to inpact scal ed, dynamnic
topologies to a greater extent than sinpler, static environments. As
such, this nethodol ogy (based upon production configuration) is

advi sed for nost test scenarios.

The second, nore sinplistic approach is to deploy an I TE i n which
endpoints are "directly" connected to the DUT. In this manner
control -plane information is kept to a mninum (only connected
interfaces), and only a basic data-plane of sources and destinations
is applied. If this nmethodology is selected, care nust be taken to
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understand that the system c behavior of the ITE may not be identica
to that experienced by a device in a production network role. That
is, control-plane validation may be mnimal to none with this

met hodol ogy. Consequently, if this approach is chosen, comparison
with at | east one production configuration is reconrended in order to
understand the direct relevance and limtations of the test exercise.

4.2. Load Mde

In consideration of the defined test topology, a |oad nodel nust be
devel oped to exercise the DUT while the ISSU event is introduced.
This applied | oad should be defined in such a manner as to provide a
granul ar, repeatable verification of the I1SSU inpact on transit
traffic. Sufficient traffic load (rate) should be applied to permt
timng extrapol ations at a mininmumgranularity of 100 milliseconds,
e.g., 100 Mops for a 10 Cbhps interface. The use of steady traffic
streans rather than bursty loads is preferred to sinplify anal ysis.

The traffic should be patterned to provide a broad range of source
and destination pairs, which resolve to a variety of FIB (Forwarding
I nformati on Base) prefix lengths. [|f the production network

envi ronnent includes multicast traffic or VPNs (L2, L3, or IPsec), it
is critical to include these in the nodel

For m xed protocol environnents (e.g., |Pv4 and | Pv6), frames shoul d
be distributed between the different protocols. The distribution
shoul d approxi mate the network conditions of deployment. In all

cases, the details of the m xed protocol distribution nust be
included in the reporting.

The feature, protocol timng, and other relevant configurations
shoul d be matched to the expected production environnment. Deviations
fromthe production tenplates may be deened necessary by the test
operator (for exanple, certain features may not support |SSU or the
test bed may not be able to acconmobdate such). However, the inpact
of any such divergence should be clearly understood, and the

di fferences must be recorded in the results documentation. It is
recommended that a Network Managenment System (NVS) be depl oyed,
preferably sinmilar to that utilized in production. This will allow
for monitoring of the DUT while it is being tested, both in terns of
supporting the inpact analysis on systemresources as well as
detecting interference with non-transit (nmanagenent) traffic as a
result of the |ISSU operation. It is suggested that the actual test
exerci se be nmanaged utilizing direct console access to the DUT, if at
all possible, to avoid the possibility that a network interruption

i mpai rs execution of the test exercise.
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Al in all, the |oad nodel should attenpt to sinulate the production
network environnent to the greatest extent possible in order to
maxi m ze the applicability of the results generated.

5. 1SSU Test Met hodol ogy

As previously described, for the purposes of this test docunent, the
| SSU process is divided into three main phases. The follow ng

nmet hodol ogy assumes that a suitable test topol ogy has been
constructed per Section 4. A description of the nethodol ogy to be
applied for each of the above phases foll ows.

5.1. Pre-1SSU Recormended Verifications
The steps of this phase are as foll ows.

1. Verify that enough hardware and software resources are avail able
to conplete the Load operation (e.g., enough disk space).

2. Verify that the redundancy states between RPs and ot her nodes are
as expected (e.g., redundancy on, RPs synchronized).

3. Verify that the device, if running protocols capable of NSR (Non-
Stop Routing), is in a "ready" state; that is, that the sync
between RPs is conplete and the systemis ready for failover, if
necessary.

4. Gather a configuration snapshot of the device and all of its
appl i cabl e components.

5. Verify that the node is operating in a "steady" state (that is,
no critical or maintenance function is being currently
per f or med) .

6. Note any other operational characteristics that the tester may
deem applicable to the specific inplenentation depl oyed.

5.2. Software Staging
The steps of this phase are as foll ows.
1. Establish all relevant protocol adjacencies and stabilize routing
within the test topology. |In particular, ensure that the scal ed

| evel s of the dynam c protocols are dinmensioned as specified by
the test topology plan
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2. Cear, relevant logs and interface counters to sinplify analysis.
I f possible, set logging tinestanps to a highly granul ar node.
If the topol ogy includes nanagenent systens, ensure that the
appropriate polling | evel s have been applied, sessions have been
establ i shed, and the responses are per expectation

3. Apply the traffic loads as specified in the | oad nodel previously
devel oped for this exercise.

4. Document an operational baseline for the test bed with rel evant
data supporting the above steps (include all relevant | oad
characteristics of interest in the topology, e.g., routing | oad,
traffic volunes, nenory and CPU utilization).

5. Note the start time (TO) and begin the code change process
utilizing the appropriate nechani sns as expected to be used in
production (e.g., active download with TFTP, FTP, SCP, etc., or
direct install fromlocal or external storage facility). In
order to ensure that |1SSU process tinings are not skewed by the
| ack of a network-wi de synchronization source, the use of a
network NTP source is encouraged.

6. Take note of any logging information and command-line interface
(CLI) pronpts as needed. (This detail will be vendor specific.)
Respond to any DUT pronpts in a tinmely nanner.

7. Mnitor the DUT for the reload of the secondary RP to the new
software level. Once the secondary has stabilized on the new
code, note the conpletion tinme. The duration of these steps wll
be recorded as "T1".

8. Review system|ogs for any anonalies, check that relevant dynanic
protocol s have remai ned stable, and note traffic loss if any.
Verify that depl oyed nanagenment systens have not identified any
unexpect ed behavi or

5.3. Upgrade Run
The foll owi ng assunes that the software | oad step and upgrade step
are discretely controllable. If not, maintain the aforenmentioned
timer and nmonitor for conpletion of the 1SSU as descri bed bel ow.
1. Note the start tinme and initiate the actual upgrade procedure.
2. Mnitor the operation of the secondary route processor while it
initializes with the new software and assunes mastership of the

DUT. At this point, pay particular attention to any indications
of control-plane disruption, traffic inpact, or other anonal ous
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5. 4.

behavior. Once the DUT has converged upon the new code and
returned to nornmal operation, note the conpletion tine and | og
the duration of this step as "T2".

Revi ew the syslog data in the DUT and nei ghboring devices for any
behavi or that would be disruptive in a production environnent
(l'ine card rel oads, control-plane flaps, etc.). Exanine the
traffic generators for any indication of traffic loss over this
interval. |If the Test Set reported any traffic |loss, note the
nunber of franes |ost as "TPL frames", where TPL stands for
"Total Packet Loss". |If the Test Set al so provides outage
duration, note this as "TPL_tine". (Aternatively, TPL tine my
be calculated as (TPL / O fered Load) * 1000. The units for

O fered Load are packets per second; the units for TPL time are
mlliseconds.)

Verify the DUT status observations as per any NV5 nanagi ng the
DUT and its nei ghboring devices. Docunment the observed CPU and
nmenory statistics both during and after the | SSU upgrade event,
and ensure that nmenory and CPU have returned to an expected
(previously baselined) |evel.

Post-1SSU Verification

The foll owi ng describes a set of post-1SSU verification tasks that
are not directly part of the |ISSU process, but are recommended for
execution in order to validate a successful upgrade.

1

Banks,

Configuration delta analysis

Exam ne the post-1SSU configurations to deternmne if any changes
have occurred either through process error or due to differences
in the inplenmentation of the upgraded code.

Exhausti ve control -pl ane anal ysi s

Revi ew the details of the Routing Information Base (RIB) and FIB
to assess whet her any unexpected changes have been introduced in
the forwardi ng paths.

Verify that both RPs are up and that the redundancy nechani sm for
the control plane is enabled and fully synchronized.

Verify that no control-plane (protocol) events or flaps were
det ect ed.

Verify that no L1 and or L2 interface flaps were observed.

et al. I nf or mati onal [ Page 11]



RFC 7654 Benchmar ki ng Sof t war e Upgr ade Cct ober 2015

6. Docunent the hitless operation or presence of an outage based
upon the counter val ues provided by the Test Set.

5.5. 1SSU under Negative Stimul

As an OPTI ONAL Test Case, the operator may want to performan | SSU
test while the DUT is under stress by introducing route churn to any
or all of the involved phases of the | SSU process.

One approach relies on the operator to gather statistical information
fromthe production environnment and determ ne a specific nunmber of
routes to flap every 'fixed or 'variable interval. Alternatively,
the operator may wish to sinply preselect a fixed nunber of prefixes
to flap. As an exanple, an operator nay decide to flap 1% of all the
BGP routes every minute and restore them1l mnute afterwards. The
tester may wish to apply this negative stinulus throughout the entire
| SSU process or, npost inmportantly, during the run phase. It is

i nportant to ensure that these routes, which are introduced solely
for stress proposes, nust not overlap the ones (per the | oad nodel)
specifically leveraged to calculate the TPL tine (recorded outage).
Furthernore, there should not be ’operator-induced control-plane
prot ocol adjacency flaps for the duration of the test process as it
may adversely affect the characterization of the entire test

exercise. For example, triggering | GP adjacency events may force
recomputation of underlying routing tables with attendant inpact to
the perceived I1SSU timngs. Wile not recommended, if such trigger
events are desired by the test operator, care should be taken to
avoid the introduction of unexpected anomalies within the test

har ness.

6. 1SSU Abort and Rol | back

Were a vendor provides such support, the | SSU process coul d be
aborted for any reason by the operator. However, the end results and
behavi or may depend on the specific phase where the process was
aborted. Wiile this is inplenentation dependent, as a genera
recomendation, if the process is aborted during the "Software

Downl oad" or "Software Stagi ng" phases, no inpact to service or
device functionality should be observed. |In contrast, if the process
is aborted during the "Upgrade Run" or "Upgrade Accept" phases, the
system may reload and revert back to the previous software rel ease,
and, as such, this operation may be service affecting. Were vendor
support is available, the abort/rollback functionality should be
verified, and the inpact, if any, quantified generally follow ng the
procedures provi ded above.
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7. Final Report: Data Presentation and Anal ysis

Al I1SSU inmpact results are summarized in a sinple statenent
describing the "1 SSU Di sruption Inpact" including the neasured frane
| oss and inpact tine, where inpact time is defined as the tine frame
determ ned per the TPL_tine reported outage. These are considered to
be the primary data points of interest.

However, the entire | SSU operational inmpact should al so be considered
in support of planning for maintenance, and, as such, additiona
reporting points are included.

Sof tware downl oad / secondary update Tl
Upgr ade/ Run T2
| SSU Traffic Disruption (Frame Loss) TPL_frames

| SSU Traffic Inpact Time (mlliseconds) TPL_tine

| SSU Housekeepi ng | nterval T3

(Time for both RPs up on new code and fully synced - Redundancy
rest or ed)

Total |SSU Mai ntenance W ndow T4 (sum of T1+T2+T3)

The results reporting nust provide the follow ng information
- DUT hardware and software det ai

- Test Topology definition and diagram (especially as related to the
| SSU operati on)

- Load Model description including protocol mxes and any divergence
fromthe production environnment

- Time Results as per above
- Anomralies observed during | SSU

- Anormlies (observed in post-1SSU anal ysis
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It is RECOWENDED that the foll owing paraneters be reported as
outlined bel ow.

Par aret er Units or Exanples

Traffic Load Frames per second and bits per second

Di sruption (average) Fr ames

| mpact Time (average) M1 1iseconds

Nunber of trials I nt eger count

Prot ocol s | Pv4, 1Pv6, MPLS, etc.

Frame Size Cctets

Port Media Et hernet, G gabit Ethernet (GbE),
Packet over SONET (POCS), etc.

Port Speed 10 Gops, 1 Gops, 100 Mops, etc.

I nterface Encaps Et hernet, Ethernet VLAN, PPP

H gh-Level Data Link Control (HDLC), etc.
Nunber of Prefixes I nt eger count
flapped (ON Interval) (Optional) # of prefixes / Tine (mn.)
fl apped (OFF Interval) (Optional) # of prefixes / Tine (mn.)

Docurent any configuration deltas that are observed after the | SSU
upgrade has taken effect. Note differences that are driven by
changes in the patch or release level, as well as itens that are
aberrant changes due to software faults. |In either of these cases,
any unexpected behavi oral changes shoul d be anal yzed and a

determ nati on made as to the inpact of the change (be it functiona
variances or operational inpacts to existing scripts or managenent
mechani sns) .

7.1. Data Collection Considerations

When a DUT is undergoing an | SSU operation, it’'s worth noting that
the DUT's data collection and reporting of data, such as counters,
interface statistics, |og nessages, etc., may not be accurate. As
such, one should not rely on the DUT's data coll ecti on nethods, but
rather, should use the test tools and equi pment to collect data used
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9.

9.

for reporting in Section 7. Care and considerati on should be paid in
testing or adding new test cases, such that the desired data can be
collected fromthe test tools thensel ves, or other external

equi prent, outside of the DUT itself.

Security Considerations

Al BWAG nenps are limted to testing in a | aboratory |solated Test
Envi ronment (1 TE), thus avoiding accidental interruption to
producti on networks due to test activities.

Al benchmarking activities are limted to technol ogy
characterization using controlled stinmuli in a |aboratory environnent
wi th dedi cated address space and the other constraints [ RFC2544].

The benchmarki ng network topology will be an independent test setup
and MUST NOT be connected to devices that may forward the test
traffic into a production network or misroute traffic to the test
managenent networ k.

Further, benchmarking is perforned on a "bl ack-box" basis, relying
sol ely on measurenents observable external to the Device Under Test /
System Under Test (DUT/ SUT).

Speci al capabilities should not exist in the DUT/SUT specifically for
benchmar ki ng purposes. Any inplications for network security arising
fromthe DUT/SUT should be identical in the lab and in production

net wor ks.
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