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Abstract

Thi s docunent introduces the Scal abl e Address Resol ution Protocol
(SARP), an architecture that uses proxy gateways to scale |large data
center networks. SARP is based on fast proxies that significantly
reduce switches’ Filtering Database (FDB) table sizes and reduce

i mpact of ARP and Nei ghbor Discovery (ND) on network elements in an
envi ronnent where hosts within one subnet (or VLAN) can spread over
various locations. SARP is targeted for massive data centers with a
significant nunber of Virtual Machines (VMs) that can nobve across
various physical |ocations.

| ndependent Submi ssions Editor Note

This is an Experinental docunent; that experinent will end two years
after the RFC is published. At that point, the RFC authors wll
attenpt to determine how wi dely SARP has been i npl enented and used.

| ESG Not e

The |1 ESG notes that the probl ens described in RFC 6820 can al ready be
addressed through the sinple conbination of existing standardi zed or
ot her published techni ques including Layer 2 VPN (RFC 4664), proxy
ARP (RFC 925), proxy Nei ghbor D scovery (RFC 4389), IGW and M.D
snoopi ng (RFC 4541), and ARP nedi ation for |IP interwrking of Layer 2
VPNs ( RFC 6575).
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Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for exam nation, experinental inplementation, and
eval uati on.

Thi s docunent defines an Experinental Protocol for the Internet
comunity. This is a contribution to the RFC Series, independently
of any other RFC stream The RFC Editor has chosen to publish this
docunent at its discretion and makes no statenment about its val ue for
i mpl enent ati on or deployment. Docunents approved for publication by
the RFC Editor are not a candidate for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this document, any errata,
and how to provide feedback on it may be obtained at
http://ww.rfc-editor.org/info/rfc7586

Copyri ght Notice

Copyright (c) 2015 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

Thi s docunent is subject to BCP 78 and the I ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent.
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1. Introduction

Thi s docunent describes a proxy gateway technique, called the

Scal abl e Address Resol ution Protocol (SARP), which reduces switches’
Filtering Database (FDB) size and ARP/ Nei ghbor Di scovery inmpact on
network elements in an environment where hosts within one subnet (or
VLAN) can spread over various access domains in data centers.

The main idea of SARP is to represent all VMs (or hosts) under each
access domain by the MAC address of their correspondi ng access node
(or aggregation node). For exanple (Figure 1), when host Ain the
west site needs to conmunicate with host B, which is on the same VLAN
but connected to a different access domain (east site), SARP requires
host A to use the MAC address of SARP proxy 2, rather than the
address of host B. By doing so, switches in each domain do not need
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to maintain a list of MAC addresses for all the VMs (hosts) in

di fferent access dommi ns; every switch only needs to be familiar with
MAC addresses that reside in the current donain, and addresses of
renote SARP proxy gateways. Therefore, the switches’ FDB size is
limted regardl ess of the nunber of access domains.

oo - + oo - + o oo - + oo - +
| | SARP | I\ [ \_ | SARP | |
| host A | <===>| proxy |<=>\_ \ <==>| proxy |<===>| host B
| | I ! 2 | |
E + E + \ | E + E +
\ _/
<------ West Site------ > <------ East Site------ >

Figure 1: A Brief Overview of SARP
1.1. SARP Mdtivation

[ RFC6820] di scusses the inpacts and scaling issues that arise in data
center networks when subnets span across nultiple Layer 2 / Layer 3
(L2/L3) boundary routers.

Unfortunately, when the conbined nunber of VMs (or hosts) in al
those subnets is large, it can lead to an explosion of the size of
the switches’ MAC address table and a heavy inpact on network

el enent s.

There are four mmjor issues associated with subnets spanni ng across
mul tiple L2/L3 boundary router ports:

1) Expl osion of the size of the intermedi ate switches’ MAC address
tabl e (FDB).

When hosts in a VLAN (or subnet) span across nultiple access
domai ns and each access dommi n has hosts bel onging to different
VLANs, each access switch has to enable nultiple VLANs. Thus,
those access switches are exposed to all MAC addresses across al
VLANS.

For exanple, for an access switch with 40 attached physica
servers, where each server has 100 VMs, the access switch has
4,000 attached MAC addresses. |f hosts/VMs can indeed be noved
anywhere, the worst case for the Access Switch is when all those
4,000 VMs belong to different VLANs, i.e., the access switch has
4000 VLANs enabled. |[If each VLAN has 200 hosts, this access
switch’s MAC address table potentially has 200 * 4,000 = 800, 000
entries.
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2)

3)

4)

It is inmportant to note that the exanple above is rel evant
regardl ess of whether I Pv4 or | Pv6 is used.

The example illustrates a scenario that is worse than what today’s
L2/ L3 gateway has to face. |In today’ s environment, where each
subnet is limted to a few access sw tches, the nunber of MAC
addresses the gateway has to learn is of a significantly smaller
scal e.

ARP/ ND processing | oad inpact on the L2/L3 boundary routers.

Al VMs periodically send NDs to their correspondi ng gateway nodes
to get gateway nodes’ MAC addresses. Wen the conbi ned nunber of
VMs across all the VLANs is |arge, processing the responses to the
ND requests fromthose VMs can easily exhaust the gateway’'s CPU
utilization.

An L2/L3 boundary router could be hit with ARP/ND tw ce when the
originating and destination stations are in different subnets
attached to the same router and when those hosts do not

comuni cate with external peers very frequently. The first hit is
when the originating station in subnet 1 initiates an ARP/ ND
request to the L2/L3 boundary router. The second hit is when the
L2/ L3 boundary router initiates an ARP/ND request to the target in
subnet 2 if the target is not in the router’s ARP/ND cache.

In I Pv4, every end station in a subnet receives ARP broadcast
messages fromall other end stations in the subnet. |Pv6 ND has
elimnated this issue by using multicast.

However, nost devices support a |limted nunber of multicast
addresses, due to the scaling of nulticast filtering. Once the
nunber of nulticast addresses exceeds the nulticast filter limt,
the multicast addresses have to be processed by the devices CPUs
(i.e., the slow path).

It is less of an issue in data centers without VM nobility, since
each port is only dedicated to one (or a small nunber of) VLANSs.
Thus, the nunber of nulticast addresses hitting each port is
significantly | ower.

The ARP/ ND nessages are flooded to nmany physical |ink segnents
that can reduce the bandwi dth utilization for user traffic.

ARP/ ND fl ooding is, in nost cases, an insignificant issue in
today’s data center networks, as the nmajority of data center
servers are shifting towards 1G or 10G Ethernet ports. The
bandwi dt h used by ARP/ND, even when fl ooded to all physical |inks,
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beconmes negligible conpared to the |ink bandwi dth. Furthernore,

| GW and Multicast Listener Discovery (MD) snooping [ RFC4541] can
further reduce the ND multicast traffic to sone physical |ink
segnent s.

Statistics gathered by Merit Network [ ARMDSt ats] have shown that the
nmaj or i npact of a |arge nunber of VMs in data centers is on the L2/L3
boundary routers, i.e., issue 2 above. An L2/L3 boundary router
could be hit with ARP/ND twi ce when 1) the originating and
destination stations are in different subnets attached to the sane
router, and 2) those hosts do not conmunicate with external peers
of t en enough.

Overl ay approaches, e.g., [RFC7364], can hide addresses of hosts
(VWMs) in the core, but they do not prevent the MAC address table
expl osi on problem (issue 1) unless the Network Virtualization Edge
(NVE) is on a server.

The scaling practices docunented in [RFC7342] can only reduce sone
ARP inpact on L2/L3 boundary routers in sone scenarios, but not all

In order to protect router CPUs from bei ng overburdened by target
resol uti on requests, sone routers rate-limt the target MAC

resol ution requests to the router’s CPU. Wen the rate limt is
exceeded, the incom ng data frames are dropped. In traditional data
centers, this issue is less significant, since the nunber of hosts
attached to one L2/L3 boundary router is linmted by the nunber of
physi cal ports of the switches/routers. When servers are virtualized
to support 30+ VMs, the nunber of hosts under one router can grow by
a factor of 30+. Furthernore, in traditional data center networks,
each subnet is neatly bound to a |imted nunber of server racks,
i.e., switches only need to be famliar with MAC addresses of hosts
that reside in this small nunmber of subnets. |In contenporary data
center networks, as subnets are spread across nany server racks,

swi tches are exposed to VLAN MAC addresses of many subnets, greatly
i ncreasing the size of switches’ FDB tabl es.

The solution proposed in this docunent can elimnate or reduce the
i kelihood of inter-subnet data frames being dropped and reduce the
nunber of host MAC addresses that internediate switches are exposed
to, thus reducing switches’ FDB table sizes.
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1.2. SARP Overvi ew

The SARP approach uses proxy gateways to address the problens
di scussed above.

Not e: The guidelines to proxy devel opers [ RFC4389] have been
carefully considered for SARP. Section 3.3 discusses how SARP wor ks
when VMs are noved from one segnent to another

In order to enable VMs to be noved across servers while ensuring
their MAC/ I P addresses remai n unchanged, the Layer 2 network (e.g.
VLAN) that interconnects those VMs may spread across different server
racks, different rows of server racks, or even different data center
sites.

A mltisite data center network is conprised of two main building

bl ocks: an interconnecting segnment and an access segnent. \While the
access network is, in nost cases, a Layer 2 network, the

i nterconnecting segnent is not necessarily a Layer 2 network.

The SARP proxies are located at the boundaries where the access
segnment connects to its interconnecting segnent. The boundary node
can be a hypervisor virtual switch, a top-of-rack sw tch, an
aggregation switch (or end-of-row switch), or a data center core
switch. Figure 2 depicts an exanple of two renpte data centers that
are nmanaged as a single, flat Layer 2 domain. SARP proxies are

i mpl enented at the edge devices connecting the data center to the
transport network. SARP significantly reduces the ARP/ ND
transm ssi ons over the interconnecting network.
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K o o o e o e e e e e e e e e e e e - *
| | |
AR | I'nterconnecting | ------- +
| | net wor k | |
| K o o e e e e e e e e e e e e * |
| |
K o o o o o o e e e e e e e - - * K o o o o e o e e e e e - - *
| SARP Proxies | | SARP Proxies
K e o e e e e e e e e e e e m e - * K e o e e e e e e e e e e e = - *
| | | |
Ko o e - o - - * Ko o e - o - - * Ko o e - o - - * Ko o e - o - - *
| Access | | Access | | Access | | Access
* o oo oo * * o oo oo * * o oo oo * * o oo oo *
|
K e o e e e e - - - *
| Hyper vi sor
K o o e e e e - - - *
|
X o L o oo - *
| Virtual
| Machi ne
K o o e e e e - - *
(West Site) (East Site)

Figure 2: SARP: Network Architecture Exanple

1.3. SARP Depl oynment Options

SARP depl oynment is tightly coupled with the data center architecture.
SARP proxies are |ocated at the point where the Layer 2
infrastructure connects to its Layer 2 cloud using overlay networks.
SARP proxies can be |ocated at the data center edge (as Figure 2
depicts), data center core, or data center aggregation (denoted by

"Agg" in the figure). SARP can also be inplenmented by the hypervisor
(as Figure 3 depicts).

To sinplify the description, we will focus on data centers that are
managed as a single, flat Layer 2 network, where SARP proxies are

| ocated at the boundary where the data center connects to the
transport network (as Figure 2 depicts).
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K o o o e o e e e e e e e e e e e e - *
| |
Fommma - | TRANSPORT [------- +
| | | |
| K o o e e e e e e e e e e e e * |
| |
K o o o o o o e e e e e e e - - * K o o o o e o e e e e e - - *
| Edge Device | | Edge Device
K e o e e e e e e e e e e e m e - * K e o e e e e e e e e e e e = - *
| |
K e o e e e e e e e m m e m = - * K e o e e e e e e m mm = - *
| Core | | Core |
K o o o o o o e e e e e e e - - * K o o o o e o e e e e e - - *
| | | |
Ko o e oo - o * Ko o e oo - o * Ko o e oo - o * Ko o e oo - o *
| Agg | | Agg | | Agg | | Agg |
Ko o e - o - - * Ko o e - o - - * Ko o e - o - - * Ko o e - o - - *
|
K o o e e e e e - - - *
| Hyper vi sor
K e o e e e e - - - *
(West Site) (East Site)

Figure 3. SARP Depl oynent Options
1.4. Conparison with Existing Sol utions

The | ETF has devel oped several mnechani snms to address issues
associated with Layer 2 networks over nultiple geographic |ocations,
for exanple, Layer 2 VPN [ RFC4664], proxy ARP [ RFC925] [ ProxyARP],
proxy Nei ghbor Di scovery [RFC4389], | GW and M.D snoopi ng [ RFC4541],
and ARP mediation for IP interworking of Layer 2 VPNs [ RFC6575] .

However, all those solutions work well when hosts w thin one subnet
are pl aced toget her under one access dommin, so that the internediate
swi tches in each access domain are only exposed to host addresses
froma limted nunber of subnets. SARP is to provide a solution when
hosts within one subnet are spread across multiple access donains,
and each access domain has hosts from many subnets. Under this
environnent, the internediate switches in each access domain are
exposed to conbi ned hosts of all the subnets that are enabled by the
access doni n.
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and Abbreviations Used in This Docunent

Addr ess Resol uti on Protocol [ARP]

Filtering Database, which is used for Layer 2 swi tches
[802.1QF . Layer 2 switches flood data frames when the
Destination Address (DA) is not in the FDB, whereas routers
drop data frames when the DA is not in the Forwarding

I nformation Base (FIB). That is why the FDB is used for Layer
2 switches.

Forwar di ng | nformati on Base

sor: a software |layer that creates and runs virtual machines
on a server

| P address of the destination virtual machine

| P address of the source virtual nachine

MAC address of the destination virtual machine

MAC address of the East Proxy SARP Device

MAC address of the source virtual machine

| Pv6 ND s Nei ghbor Adverti senent

| Pv6 Nei ghbor Discovery Protocol [ND]. 1In this docurment, ND
al so refers to Neighbor Solicitation, Neighbor Advertisenent,
Zgglynsolicited Nei ghbor Advertisenment nessages defined by RFC

| Pv6 ND s Nei ghbor Solicitation

SARP Proxy: The conponents that participate in SARP

UNA:

VM

IPv6 ND s Unsolicited Neighbor Advertisenent [ ND]

Virtual Machi ne
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3. SARP: Theory of Operation
3.1. Control Plane: ARP/ND

This section describes the ARP/ND procedure scenarios. The first
scenari o addresses a case where both the source and destination VMs
reside in the same access segnent. In the second scenario, the
source VMis in the | ocal access segnent and the destination VMis
| ocated at the renote access segnent.

In all scenarios, the VMs (source and destination) share the sane L2
broadcast domai n.

3.1.1. ARP/NS Request for a Local VM

VWhen source and destination VMs are |located at the same access
segnent (Figure 4), the address resolution process is as described in
[ARP] and [ND]; host A sends an ARP request or an |Pv6 Nei ghbor
Solicitation (NS) to learn the | P-to-MAC napping of host B, and it
receives a reply fromhost Bwith the IP-D to MAC-D nappi ng.

B + _ . B + _ .
| host A | [N\ _ | SARP | [N\ _
| IP-S |<--->\_access \<==>| proxy |<===>\_interc.\
| MAC- S | / network_/ | 1 | / networ k_/
S - + +->\ N S - + \ N
| \_/ \_/
B + |
| host B | <-+
| 1P-D |
| MAC-D |
S - +
R L West Site------------ >

Figure 4. SARP. Two Hosts in the Same Access Segnent
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3.1.2.

ARP/ NS Request for a Renmpte VM

When the source and destination VMs are |located at different access
segnents, the address resolution process is as foll ows.

E + E + _ . E + E +

| host A | | SARP | [\ 1\ | SARP | | host B |

| IP-S |<===>|proxy 1| <=>\_ \ <==>| proxy 2| <===>| IP-D |

| MAC S | | MAC-W | / _ | MAC-E | | MAC-D |

B + B + \ | B + B +
\ /

<------ West Site------ > <------ East Site------ >

Figure 5: SARP: Two Hosts That Reside in Different Segments

In the exanple illustrated in Figure 5, the source VMis |ocated at
the west access segnent and the destination VMis |ocated at the east
access segnent.

When host A sends an ARP/ NS request to find out the IP-to-MAC mappi ng
of host B:

1.

If SARP proxy 1 does not have IP-Din its ARP cache, the ARP/ NS
request is propagated to all access segnents that m ght have VM
in the same virtual network as the originating VM including the
east access segnent.

As SARP proxy 1 forwards the ARP/ NS nmessage, it replaces the
source MAC address, MAC-S, with its own MAC address, MAGW Thus,
all switches that reside in the interconnecting segnent are not
exposed to MAC S.

The ARP/ NS request reaches SARP proxy 2.

I f SARP proxy 2 does not have IP-Din its ARP cache, the ARP/ NS
request is forwarded to the east access network. Host B responds
with an ARP reply (1 Pv4) or a Neighbor Advertisement (IPv6) to the
request with MAC-D.

VWen the response nessage reaches SARP proxy 2, it replaces MAG-D
with MAC-E; thus, the response reaches SARP proxy 1 with MACE

As SARP proxy 1 forwards the response to host A it replaces the
destinati on address from MAC-Wto MAC S.
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SARP Proxy ARP/ ND Cache

SARP proxi es maintain a cache of the |P-to-MAC mapping. This cache
is based on ARP/ ND nmessages that are sent by hosts and traverse the
SARP proxi es.

In steps 1 and 4 above, if the SARP proxy has IP-Din its ARP cache,
it responds with MAC-E, without forwarding the ARP/NS request.

Thi s cachi ng approach significantly reduces the volume of the ARP/ND
transm ssi on over the network and reduces the round-trip tinme of
ARP/ ND r equest s.

When the west SARP proxy caches the | P-to-MAC mapping entries for
renote VMVs, the expiration timers should be set to relatively |ow
val ues to prevent stale entries due to renote VMs bei ng noved or
deleted. 1In environnents where VMs nove nore frequently, it is not
recomended for SARP proxies to cache the |IP-to-MAC nmapping entries
of renote VMs.

3.1.3. Gatuitous ARP and Unsolicited Nei ghbor Advertisenment (UNA)
Hosts (or VMs) send out Gratuitous ARP (1Pv4) [Tcplp] and Unsolicited
Nei ghbor Advertisenent (UNA) (IPv6) nessages to all ow other nodes to
refresh IP-to-MAC entries in their caches.

The [ ocal SARP proxy processes the Gratuitous ARP or UNA nmessage in
the sane way as the ARP reply or IPv6 NA i.e., replaces the MAC
addresses in the same manner.

3.2. Data Plane: Packet Transm ssion

3.2.1. Local Packet Transm ssion
VWen a VMtransmts packets to a destination VMthat is |ocated at
the sane site (Figure 4), the data plane is unaffected by SARP;
packets are sent from (IP-S, MAC-S) to (IP-D, MAC-D).

3.2.2. Packet Transm ssion between Sites

Packets that are sent between sites (Figure 5) traverse the SARP
proxy of both sites.

A packet sent fromhost A to host B undergoes the follow ng
pr ocedure:

1. Host A sends a packet to IP-D, and based on its ARP table, it uses
the MAC addresses {MAC-E, MAC S}.
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2. SARP proxy 1 receives the packet and replaces the source MAC
address, such that the packet includes {MAC-E, MAC-W.

3. SARP proxy 2 receives the packet and replaces the destination MAC
address, and the packet is sent to host Bwith {MAGCD, MAC-W.

SARP proxy 1 replaces the source MAC address with its own, since
switches in the interconnecting segnent are only fanmliar with SARP
proxy MAC addresses and are not familiar with host addresses.
Note: it is a common security practice in data center networks to use
access lists, allowing each VMto conmunicate only with a list of
aut hori zed peer VMs. |In npbst cases, such access control lists are
based on | P addresses and, hence, are not affected by the MAC address
repl acenent in SARP.

3.3. VM Mgration

3.3.1. VM Local Mgration
Wen a VM migrates locally within its access segnent, SARP does not
requi re any special behavior. VMmnigration is resolved entirely by
the Layer 2 mechani sms.

3.3.2. VM Mgration fromOne Site to Anot her

This section focuses on a scenario where a VM nigrates fromthe west
site to the east site while maintaining its MAC and | P addresses.

VM mgration mght affect networking el ements based on their
respective | ocations:

- origin site (west site)
- destination site (east site)

- other sites

Fom oo + Fom oo + _ _ Fom oo + Fom oo +
| host A | | SARP | [\ 1\ | SARP | | host A |
| 1P-D |<===>|proxy 1]|<=>\_ \ <==>| proxy 2| <===>| |IP-D |
| MAC-D | | MAC- W | / _ | MACE | | MAC-D |
S SRR + S SRR + \_ ) S SRR + S SRR +
\ /
S West Site------ > <------ East Site------ >
Oigin Site Destination Site

Figure 6: SARP. Host A Mgrates fromWst Site to East Site
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Oigin Site

The origin site is the site where the VMresides before the
mgration (west site).

Before the VM (I P=IP-D, MACEMAC-D) is noved, all VMs at the west
site that have an ARP entry of IP-Din their ARP table have the
| P-D -> MAC-D mappi ng. VMs on ot her access segnents have an ARP
entry of IP-D -> MAC-W nmappi ng where MAC-Wis the MAC address of
the SARP proxy on the west access segnent.

After the VM (IP-D) in the west site nbves to the east site, if a
Gratuitous ARP (I Pv4) or an Unsolicited Nei ghbor Adverti senent

(I Pv6) nessage is sent out by the destination hypervisor on behalf
of the VM (IP-D), then the |IP-to-MAC mappi ng cache of the VMs in
all access segnments is updated by IP-D -> MAC-E, where MAC-E is
the MAC address of the SARP proxy on the east site. If no
Gratuitous ARP or UNA nessage is sent out by the destination
hypervi sor, the I P-to-MAC cache on the VMs in the west site (and
other sites) is eventually aged out.

Until the I P-to-MAC mappi ng cache tabl es are updated, the source
VMs fromthe west site continue sending packets locally to MAC D,
and switches at the west site are still configured with the old

| ocation of MAC-D. This transient condition can be resol ved by
havi ng the VM manager send out a fake G atuitous ARP or UNA
nmessage on behal f of the destination Hypervisor. Another
alternative is to have a shorter aging tinmer configured for the

| P-to- MAC cache table.

Destination Site

The destination site is the site to which the VMnigrated, i.e.,
the east site in Figure 6.

Bef ore any Gratuitous ARP or UNA nessages are sent out by the
destination hypervisor, all VMs at the east site (and all other
sites) mght have an IP-D -> MAC-Wmapping in their | P-to-MAC
mappi ng cache. The |P-to-MAC mappi ng cache is updated by aging or
by a Gratuitous ARP or UNA nessage sent by the destination
hypervisor. Until the |IP-to-MAC mappi ng caches are updated, VM
fromthe east site continue to send packets to MACW This can be
resol ved by having the VM nanager send out a fake Gratuitous ARP
or UNA nessage i mediately after the VM mgration or by
redirecting the packets fromthe SARP proxy of the east site back
to the mgrated VM by updating the destinati on MAC of the packets
to MAC-D.
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QG her Sites

Al VMs at the other sites that have an ARP entry of IP-Din their
ARP tabl e have the I P-D -> MAC-W mappi ng. The ARP mapping is
updated by aging or by a Gratuitous ARP nessage sent by the
destinati on hypervisor of the mgrated VM and nodified by the SARP
proxy of the east site to an IP-D -> MAC-E mapping. Until ARP
tabl es are updated, VMs from other sites continue sending packets
to MAGW

3.3.2.1. Inmpact on |IP-to-MAC Mappi ng Cache Table of Mgrated VMs

Wen a VM (IP-D) is noved fromone site to another, its |IP-to-NMAC
mappi ng entries for VMs | ocated at other sites (i.e., neither the
east site nor the west site) are still valid, even though nost guest
OSs (or VWMs) will refresh their |IP-to-MAC cache after mgration.

The migrated VM s | P-to-MAC mapping entries for VMs | ocated at the
east site, if not refreshed after migration, can be kept with no
change until the ARP aging tinme, as these entries are napped to MAC
E. Al traffic originated fromthe mgrated VMin its new | ocation
to VMs located at the east site traverses the SARP proxy of the east
site. That SARP proxy can redirect the traffic back to the
correspondi ng destinations on the east site. Furthernore, an ARP/ UNA
nessage sent by the SARP proxy of the east site or by the VMs on the
east site can refresh the corresponding entries in the mgrated VM s
| P-t o- MAC cache.

The migrated VMs ARP entries for VMs | ocated at the west site remain
unchanged until either the ARP entries age out or new data franes are
received fromthe renpte sites. Since all MAC addresses of the VMs

| ocated at the west site are unknown at the east site, all unknown
traffic fromthe VMis intercepted by the SARP proxy of the east site
and forwarded to the SARP proxy of the west site (during the

transi ent period before the ARP entries age out). This transient
behavior is avoided if the SARP proxy has the destination |IP address
inits ARP cache, and, upon receiving a packet with an unknown
destinati on MAC address, it could send a Gratuitous ARP or UNA
nessage to the mgrated VM

Note that overlay networks providing Layer 2 network virtualization

services configure their edge-device MAC aging tinmers to be greater
than the ARP request interval.
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3.4. Milticast and Broadcast

Mul ticast and broadcast traffic is forwarded by SARP proxies as
fol |l ows:

0 SARP proxies nodify the source MAC address of nulticast and
br oadcast packets as described in Section 3.2.

0 SARP proxies do not nodify the destination MAC address of
mul ti cast and broadcast packets.

3.5. Non-1P Packet

The L2/L3 boundary routers in the current docunent are capable of
forwardi ng non-1P | EEE 802.1 Ethernet frames (Layer 2) without
changi ng the MAC headers. \When subnets span across multiple ports of
those routers, they are still under the category of a single Iink, or
a nulti-access |ink nbdel recomrended by [ RFC4903]. They differ from
the "multi-link" subnets described in [MiltLinkSub] and [ RFC4903],
which refer to a different physical nedia with the same prefix
connected to a router, where the Layer 2 frames cannot be natively
forwarded wit hout changi ng the headers.

3.6. High Availability and Load Bal anci ng

The SARP proxy is located at the boundary where the | ocal Layer 2
infrastructure connects to the interconnecting network. Al traffic
fromthe local site to the renpte sites traverses the SARP proxy.
The SARP proxy is subject to high-availability and bandw dth
requirenents.

The SARP architecture supports multiple SARP proxies connecting a
single site to the transport network. 1In the SARP architecture, al
proxi es can be active and can back up one another. The SARP
architecture is robust and allows network adm nistrators to allocate
proxi es accordi ng to bandwi dth and high-availability requirenents.

Traffic is segregated between SARP proxies by using VLANs. An SARP
proxy is the Master SARP proxy of a set of VLANs and the Backup SARP
proxy of another set of VLANs.

For exanple, assume the SARP proxies of the west site are SARP proxy
1 and SARP proxy 2. The west site supports VLAN 1 and VLAN 2, while
SARP proxy 1 is the Master SARP proxy of VLAN 1 and the Backup SARP
proxy of VLAN 2, and SARP proxy 2 is the Master SARP proxy of VLAN 2
and the Backup SARP proxy of VLAN 1. Both proxies are menbers of
VLAN 1 and VLAN 2.
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The Master SARP proxy updates its Backup SARP proxy with all the ARP
reply nmessages. The Backup SARP proxy naintains a backup database to
all the VLANs that it is the Backup SARP proxy of.

The Master and the Backup SARP proxies maintain a keepalive
mechanism |In case of a failure, the Backup SARP proxy becones the
Mast er SARP proxy. The failure decision is per VLAN. Wen the
Master and the Backup SARP proxies switch over, the Backup SARP proxy
can use the MAC address of the Master SARP proxy. The Backup SARP
proxy sends locally a Gratuitous ARP message with the MAC address of
the Master SARP proxy to update the forwarding tables on the |oca

swi tches. The Backup SARP proxy al so updates the renote SARP proxies
on the change.

3.7. SARP Interaction with Overlay Networks

SARP can be used over overlay networks, providing L2 network
virtualization (such as IP, Virtual Private LAN Service (VPLS)
Transparent Interconnection of Lots of Links (TRILL), Overlay
Transport Virtualization (OTV), Network Virtualization using GRE
(NVGRE), and Virtual eXtensible Local Area Network (VXLAN)). The
mappi ng of SARP to overlay networks is straightforward; the VM does
the mapping of the destination IP to the SARP proxy MAC address. The
mappi ng of the proxy MAC to its correct tunnel is done by the overlay
net wor ks.

SARP significantly scal es down the conplexity of the overlay networks
and transport networks by reducing the mapping tables to the numnber
of SARP proxi es.

4. Security Considerations

SARP proxies are |located at the boundaries of access networks, where
the |l ocal Layer 2 infrastructure connects to its Layer 2 cloud. SARP
proxies interoperate with overlay network protocols that extend the
Layer 2 subnet across data centers or between different systens
within a data center.

SARP does not expose the network to security threats beyond those
that exist whether or not SARP is present.

SARP proxi es may be exposed to denial -of-service (DoS) attacks by
neans of ARP/ ND nmessage fl ooding. Thus, SARP proxies nust have
sufficient resources to support the SARP control plane w thout making
the network nmore vulnerable to DoS than it was w t hout SARP proxi es.
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SARP adds security to the data plane in terns of network

reconnai ssance, by hiding all the local Layer 2 MAC addresses from
potential attackers l|ocated at the interconnecting network and
significantly limting the nunmber of addresses exposed to an attacker
at a renote site.
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