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Abstract

When a Di aneter server or agent becones overloaded, it needs to be
able to gracefully reduce its load, typically by advising clients to
reduce traffic for sone period of tine. Oherwise, it nmust continue
to expend resources parsing and responding to Di anmeter nessages,
possibly resulting in a progressively severe overload condition. The
exi sting Di aneter mechani sns are not sufficient for managi ng overl oad
conditions. This docunent describes the Iimtations of the existing
mechani sns. Requi renents for new overl oad nanagement mechani sns are
al so provided.

Status of This Meno

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for infornmational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(ITETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candidate for any |level of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this document, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc7068.
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1. Introduction

A Dianeter [RFC6733] node is said to be overloaded when it has

i nsufficient resources to successfully process all of the D ameter
requests that it receives. When a node becones overl oaded, it needs
to be able to gracefully reduce its load, typically by advising
clients to reduce traffic for sonme period of tinme. Qherwise, it
nmust continue to expend resources parsing and responding to D aneter
nmessages, possibly resulting in a progressively severe overl oad
condition. The existing nechanisns provided by Di aneter are not
sufficient for managi ng overl oad conditions. This docunment describes
the limtations of the existing mechani sns and provi des requirenents
for new overl oad nmanagenent mechani sis.

Thi s docunent draws on the work done on SIP overload contro

([ RFC5390], [RFC6357]) as well as on experience gai ned via overl oad
handling in Signaling System No. 7 (SS7) networks and studi es done by
the Third Generation Partnership Project (3GPP) (Section 3).

Diameter is not typically an end-user protocol; rather, it is
general |y used as one conmponent in support of sone end-user activity.

For exanple, a SIP server might use D aneter to authenticate and

aut hori ze user access. Overload in the D aneter backend
infrastructure will likely inpact the experience observed by the end
user in the SIP application

The inpact of Dianeter overload on the client application (a client
application may use the Di aneter protocol and other protocols to do
its job) is beyond the scope of this docunent.

Thi s docunment presents non-nornative descriptions of causes of
overl oad, along with related scenarios and studies. Finally, it
offers a set of normative requirenents for an inproved overl oad
i ndi cati on nechani sm

1.1. Docunentation Conventions

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as defined in [RFC2119], with the
exception that they are not intended for interoperability of

i npl enentations. Rather, they are used to describe requirenents
towards future specifications where the interoperability requirenments
wi || be defined.

The terms "client", "server", "agent", "node", "peer", "upstreant,
and "downstream are used as defined in [ RFC6733].
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1.2. Causes of Overl oad

Overl oad occurs when an el enment, such as a Di aneter server or agent,
has insufficient resources to successfully process all of the traffic
it is receiving. Resources include all of the capabilities of the

el ement used to process a request, including CPU processing, nenory,
/O and disk resources. It can also include external resources such
as a database or DNS server, in which case the CPU, processing,
menory, 1/ O, and disk resources of those elenents are effectively
part of the |ogical elenent processing the request.

External resources can include upstream D aneter nodes; for exanple,
a Diameter agent can becone effectively overloaded if one or nore
upstream nodes are overl oaded.

A Di aneter node can becone overl oaded due to request |evels that
exceed its capacity, a reduction of available resources (for exanple,
a local or upstream hardware failure), or a conbination of the two.

Overl oad can occur for nmany reasons, including:
| nadequat e capacity: Wen designing D ameter networks, that is,

application-layer multi-node D anmeter deploynents, it can be very
difficult to predict all scenarios that may cause el evated

traffic. It may also be nore costly to inplenent support for sone
scenarios than a network operator may deem worthwhile. This
results in the likelihood that a Dianeter network will not have

adequate capacity to handle all situations.

Dependency failures: A D aneter node can becone overl oaded because a
resource on which it depends has failed or becone overl oaded,
greatly reducing the |ogical capacity of the node. 1In these
cases, even minimal traffic mght cause the node to go into
overl|l oad. Exanples of such dependency overl oads include DNS
servers, databases, disks, and network interfaces that have failed
or becone overl oaded.

Conponent failures: A Dianmeter node can becone overl oaded when it is
a menber of a cluster of servers that each share the |oad of
traffic and one or nore of the other nmenbers in the cluster fail
In this case, the remaining nodes take over the work of the failed
nodes. Normally, capacity planning takes such failures into
account, and servers are typically run with enough spare capacity
to handl e failure of another node. However, unusual failure
conditions can cause many nodes to fail at once. This is often
the case with software failures, where a bad packet or bad
dat abase entry hits the same bug in a set of nodes in a cluster.

McMurry & Canpbel | I nf or mati onal [ Page 5]



RFC 7068 Di ameter Overl oad Control Requirenents Noverber 2013

1

1

Network-initiated traffic flood: Certain access network events can
precipitate floods of Diameter signaling traffic. For exanple,
operational changes can trigger aval anche restarts, or frequent
radi o overl ay handovers can generate excessive authorization
requests. Failure of a Diameter proxy nmay also result in a |arge
amount of signaling as connections and sessions are reestablished.

Subscriber-initiated traffic flood: Large gatherings of subscribers
or events that result in many subscribers interacting with the
network in close time proximty can result in Di aneter signaling
traffic fl oods. For exanple, the finale of a |large firewrks show
could be inmredi ately followed by nmany subscribers posting
nessages, pictures, and vi deos concentrated on one portion of a
networ k. Subscri ber devices such as smartphones nmay use
aggressive registration strategies that generate unusually high
Di ameter traffic |oads.

DoS attacks: An attacker wishing to disrupt service in the network
can cause a |arge amount of traffic to be launched at a target
element. This can be done froma central source of traffic or
through a distributed DoS attack. 1In all cases, the vol unme of
traffic well exceeds the capacity of the element, sending the
systeminto overl oad.

3. FEffects of Overload

Modern Di aneter networ ks, conposed of application-1layer multi-node
depl oyments of Dianmeter elenments, may operate at very |arge
transaction volunes. |If a D ameter node becones overl oaded or, even
worse, fails conpletely, a |arge nunber of nmessages may be | ost very
qui ckly. Even with redundant servers, many nessages can be lost in
the time it takes for failover to conplete. Wile a Dianmeter client
or agent should be able to retry such requests, an overl oaded peer
may cause a sudden |l arge increase in the nunmber of transactions
needing to be retried, rapidly filling | ocal queues or otherw se
contributing to local overload. Therefore, D aneter devices need to
be able to shed | oad before critical failures can occur

4. Overload vs. Network Congestion

Thi s docunent uses the term "overload" to refer to application-I|ayer
overl oad at Dianeter nodes. This is distinct from "network
congestion", that is, congestion that occurs at the | ower networking
| ayers that may inmpact the delivery of D ameter nessages between
nodes. This docurment recognizes that el enent overl oad and network
congestion are interrelated, and that overload can contribute to
networ k congestion and vice versa.
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Net wor k congestion i ssues are better handl ed by the transport
protocols. Dianeter uses TCP and the Stream Control Transm ssion
Protocol (SCTP), both of which include congesti on managenent
features. Analysis of whether those features are sufficient for
transport-1level congestion between D ameter nodes and of any work to
further mtigate network congestion is out of scope for both this
docunent and the work proposed by it.

1.5. Diameter Applications in a Broader Network

Most el enments using Di aneter applications do not use D aneter
exclusively. It is inportant to realize that overload of an el enent
can be caused by a nunber of factors that nmay be unrelated to the
processing of Diameter or D ameter applications.

An el enent that doesn’t use Dianmeter exclusively needs to be able to
signal to Dianmeter peers that it is experiencing overload regardl ess
of the cause of the overload, since the overload will affect that
element’s ability to process Dianeter transactions. |f the el ement
conmuni cates with protocols other than Dianeter, it may also need to
signal the overload situation on these protocols, depending on its
function and the architecture of the network and application for
which it is providing services. Wether that is necessary can only
be decided within the context of that architecture and use cases.
This specification details the requirements for a nechanismfor
signaling overload with Diameter; this mechani sm provi des Di aneter
nodes the ability to informtheir Diameter peers of overl oad,
mtigating that part of the issue. D aneter nodes may need to use
this, as well as other mechanisnms, to solve their broader overl oad

i ssues. Indicating overload on protocols other than D aneter is out
of scope for this docunent and for the work proposed by it.

2. Overload Control Scenarios

Several Dianeter deploynent scenarios exist that may inpact overl oad
managenent. The follow ng scenarios help notivate the requirenents
for an overl oad nanagenent nechani sm

These scenarios are by no neans exhaustive and are in genera
simplified for the sake of clarity. |In particular, this docunent
assunes for the sake of clarity that the client sends D ameter
requests to the server, and the server sends responses to the client,
even though Di aneter supports bidirectional applications. Each
direction in such an application can be nodel ed separately.

In a |l arge-scal e depl oyment, nany of the nodes represented in these

scenari os woul d be deployed as clusters of servers. This docunent
assunes that such a cluster is responsible for managing its own
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i nternal | oad-bal anci ng and overl oad nmanagenment so that it appears as
a single D ameter node. That is, other Dianeter nodes can treat it
as a single, monolithic node for the purposes of overload managenent.

These scenarios do not illustrate the client application. As
nentioned in Section 1, Dianeter is not typically an end-user
protocol; rather, it is generally used in support of sone other
client application. These scenarios do not consider the inmpact of
Di anmeter overload on the client application

2.1. Peer -t o- Peer Scenari os

Thi s section describes D anmeter peer-to-peer scenarios, that is,
scenarios where a Dianeter client talks directly with a D aneter
server, wthout the use of a Dianmeter agent.

Figure 1 illustrates the sinplest possible Dianmeter relationship

The client and server share a one-to-one peer-to-peer relationship

If the server becomes overl oaded, either because the client exceeds
the server’s capacity or because the server’'s capacity is reduced due
to sone resource dependency, the client needs to reduce the anount of
Dianeter traffic it sends to the server. Since the client cannot
forward requests to another server, it nust either queue requests
until the server recovers or itself becone overloaded in the context
of the client application and other protocols it nmay al so use.

o e e oo +
| |
| |
| Server |
| |
Fomm e Fomm e +

|

|
Fomm e SR +
| |
| | |
| dient |
| |
Fom e oo - +

Figure 1. Basic Peer-to-Peer Scenario
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Figure 2 shows a similar scenario, except in this case the client has
mul tiple servers that can handle work for a specific real mand
application. |If Server 1 becones overloaded, the client can forward
traffic to Server 2. Assum ng that Server 2 has sufficient reserve
capacity to handle the forwarded traffic, the client should be able
to continue serving client application protocol users. |If Server 1

i s approachi ng overl oad, but can still handl e sone nunber of new
requests, it needs to be able to instruct the client to forward a
subset of its traffic to Server 2.

o e e e oo + o e e e oo +
| | | |
| | | |
| Server 1 | | Server 2 |
| | | |
S R + Fommmm - L ST +

Fommmm - - +

| |

| | |

| Cient |

| |

oo +

Figure 2: Miltiple-Server Peer-to-Peer Scenario

Figure 3 illustrates a peer-to-peer scenario with nultiple D aneter
real mand application conbinations. |In this exanple, Server 2 can
handl e work for both applications. Each application nmight have

di fferent resource dependencies. For exanple, a server mght need to
access one database for Application A and another for Application B
This creates a possibility that Server 2 could becone overl oaded for
Application A but not for Application B, in which case the client
woul d need to divert some part of its Application A requests to
Server 1, but the client should not divert any Application B
requests. This requires that Server 2 be able to distinguish between
applications when it indicates an overload condition to the client.

On the other hand, it's possible that the servers host many
applications. |f Server 2 becones overl oaded for all applications,
it would be undesirable for it to have to notify the client
separately for each application. Therefore, it also needs a way to
indicate that it is overloaded for all possible applications.
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o o o e e e e e e meeeo—o--- +
| Application A P P +
R + | . + o m e e e eeaaaaa +
| | | 1 | || | | |
| | |1 | . | |
| Server 1 | | | Server 2 || | Server 3 |
| | I . | |
| +-------- - + | S - S + e +
| | | | | | |
R TS TS Fomm oo - TS + | |
| | | | o |
| | | | Application B
| S T S e +
“- _l | 1!
) _l | 11-
o _ll | 11_-
- .-
e R +
| |
| | |
| dient |
| |
o ea e +

Figure 3: Miltiple-Application Peer-to-Peer Scenario
2.2. Agent Scenari os

This section describes scenarios that include a D aneter agent, in
the formof either a Dianeter relay or Dianeter proxy. These
scenarios do not consider Dianeter redirect agents, since they are
nore readily nodel ed as end servers. The exanples have been kept
sinple deliberately, to illustrate basic concepts. Significantly
nore conplicated topol ogies are possible with Dianeter, including
multiple intermedi ate agents in a path connected in a variety

of ways.
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Figure 4 illustrates a sinple Dianeter agent scenario with a single
client, agent, and server. |In this case, overload can occur at the
server, at the agent, or both. But in nost cases, client behavior is
the sane whet her overload occurs at the server or at the agent. From
the client’s perspective, server overload and agent overload are the
sane thing.

o e e e oo +
| |
| |
| Server |
| |
Fomm e e . +

|

|
B R B R +
| |
| |
| Agent |
| |
- R +

|

|
E - S +
| |
| , |
| dient |
| |
oo o - +

Figure 4. Basic Agent Scenario

Fi gure 5 shows an agent scenario with nultiple servers. |If Server 1
becomes overl oaded but Server 2 has sufficient reserve capacity, the
agent may be able to transparently divert some or all D ameter
requests originally bound for Server 1 to Server 2.

In nost cases, the client does not have detail ed know edge of the

Di amet er topol ogy upstream of the agent. |If the agent uses dynarmic
di scovery to find eligible servers, the set of eligible servers nmay
not be enunerable fromthe perspective of the client. Therefore, in
nost cases the agent needs to deal with any upstream overl oad issues
inawy that is transparent to the client. |If one server notifies
the agent that it has becone overl oaded, the notification should not
be passed back to the client in a way that the client could

m st akenly perceive the agent itself as being overloaded. |If the set
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of all possible destinations upstream of the agent no | onger has
sufficient capacity for inconmng |oad, the agent itself becones
ef fectively overl oaded.

On the other hand, there are cases where the client needs to be able
to select a particular server frombehind an agent. For exanple, if
a Dianmeter request is part of a multiple-round-trip authentication

or is otherwise part of a Dianeter "session", it nmay have a

Destinati on-Host Attribute-Value Pair (AVP) that requires that the
request be served by Server 1. Therefore, the agent may need to
informa client that a particular upstreamserver is overl oaded or

ot herwi se unavailable. Note that there can be many ways a server can
be specified, which may have different inplications (e.g., by IP
address, by host nane, etc).

Fom e oo - + Fom e oo - +
| | | |
| | | |
| Server 1 | | Server 2 |
| | | |
- L + S R [ SR +
Fommm o - LSRR +
| |
| |
| Agent |
| |
Fomm e e . +
|
|
|
Fomm e SR +
| |
| , |
| dient |
| |
Fom e oo - +

Figure 5: Miltiple-Server Agent Scenario
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Figure 6 shows a scenario where an agent routes requests to a set of

servers for nore than one Dianmeter realmand application. 1In this
scenario, if Server 1 becones overloaded or unavail able while
Server 2 still has available capacity, the agent may effectively

operate at reduced capacity for Application A but at full capacity
for Application B. Therefore, the agent needs to be able to report
that it is overloaded for one application but not for another

L T +
| Application A R R +
[ 4--------mmm e - - + | oo o - + oo o - +|
| | | |
| I I |
[ ] Server 1 | | | Server 2 || | Server 3 [ ]
| I I |
|+ --------- B R +| B B R + | S +|
| | | | | | |
Fomm e m e Fomm e m e Fomm e m e SR + | |
| | | | o |
| | | | Application B
| e o m e e e . +
| | |
o _ll | 11.
- | EPEE
- | -
PR +
| |
| |
| Agent |
| |
+oemmmm - Fommeea +
|
|
E - Fomme oo +
| |
| , |
| dient |
| |
P +

Figure 6: Miltiple-Application Agent Scenario
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2. 3. I nt erconnect Scenario

Anot her scenario to consider when | ooking at Dianeter overload is
that of nultiple network operators using D ameter components
connected through an interconnect service, e.g., using |IPX (IP Packet

eXchange). IPX [IR 34] is an Inter-QOperator |P Backbone that
provi des a roaming interconnection network between nobile operators
and service providers. |IPX is also used to transport Dianeter

signaling between operators [IR 88]. Figure 7 shows two network
operators with an interconnect network between them There could be
any nunmber of these networks between any two network operators’

net wor ks.
o o o e e e e meemeoeoaoo- +
| | nt er connect |
I I
| R + R +
| | Server 3 [ ------ | Server 4 ||
| S + S +
| : | |
oo oo o L L +
____________ _’_____+ o e e e e e e e e e e e oo -
Fomme e oo + Fomme e oo +
| Server 1 | | Server 2
Fom e a o +

Fi gure 7: Two-Network | nterconnect Scenario

The characteristics of the information that an operator would want to
share over such a connection are different fromthe infornmation
shared between conponents within a network operator’s network. For
exanpl e, network operators may not want to convey topol ogy or
operational information; this would in turn linmt how nuch overl oad
and | oading informati on can be sent. For the interconnect scenario
shown in Figure 7, Server 2 may want to signal overload to Server 1
to affect traffic coming from Network Operator 1.

This case is distinct fromthose internal to a network operator’s
network, where there nay be many nore elenents in a nore conplicated
topol ogy. Also, the elenents in the interconnect network nay not
support Di aneter overload control, and the network operators nay not
want the interconnect network to use overload or |oading information
They may only want the infornmation to pass through the interconnect
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network wi thout further processing or action by the interconnect
network, even if the elements in the interconnect network do support
Di amet er overl oad control

3. D aneter Overl oad Case Studies
3.1. Overload in Mbile Data Networks

As the nunmber of smartphone devices that are Third Generation (3G
and Long Term Evol ution (LTE) enabl ed continues to expand in nobile
networ ks, there have been situations where high signaling traffic
load | ed to overload events at the Di aneter-based Hone Location

Regi sters (HLRs) and/or Hone Subscriber Servers (HSS) [TR23.843].

The root causes of the HLR overl oad events were manifold but included
hardware failure and procedural errors. The result was high
signaling traffic load on the HLR and HSS.

The 3GPP architecture [TS23.002] makes extensive use of Diameter. It
is used for mobility nanagenent [TS29.272], the IP Miltinedia
Subsystem (I M5) [TS29.228], and policy and charging contro

[ TS29.212], as well as other functions. The details of the
architecture are out of scope for this docunment, but it is worth
noting that there are quite a few D ameter applications, some with
quite large amobunts of Dianeter signaling in depl oyed networks.

The 3GPP specifications do not currently address overload for

Di ameter applications or provide a | oad control mechani sm equi val ent
to those provided in the nore traditional SS7 elenments in the d oba
System for Mobile Conmmunications (GSM; see [TS29.002]. The
capabilities specified in the 3GPP standards do not adequately
address the abnornmal condition where excessively high signaling
traffic load situations are experienced.

Smar t phones, which conprise an increasingly |arge percentage of
nobi | e devices, contribute much nmore heavily, relative to

non-snart phones, to the continuation of a registration surge, due to
their very aggressive registration algorithns. Smartphone behavi or
contributes to network | oading and can contribute to overl oad
conditions. The aggressive smartphone |logic is designed to:

a. always have voice and data registration, and

b. constantly try to be on 3G or LTE data (and thus on 3G voice or
Voi ce over LTE (VOLTE) [IR 92]) for their added benefits.

Non- smart phones typically have logic to wait for a time period after
regi stering successfully on voice and dat a.
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The aggressive smartphone registration is problematic in tw ways:

o first, by generating excessive signaling |oad towards the HSS that
isten times the |load froma non-smartphone, and

o second, by causing continual registration attenpts when a network
failure affects registrations through the 3G data network.

3.2. 3GPP Study on Core Network Overl oad

A study in the 3GPP System Aspects working group 2 (SA2) on core
networ k overl oad has produced the technical report [TR23.843]. This
enuner ates several causes of overload in nobile core networks,

i ncluding portions that are signaled using Dianeter. [TR23.843] is a
work in progress and is not conplete. However, it is useful for

poi nting out scenarios and the general need for an overl oad contro
mechani sm for Di aneter.

It is common for nobile networks to enploy nore than one radio
technol ogy and to do so in an overlay fashion with nmultiple
technol ogi es present in the same |ocation (such as 2nd or 3rd
generation nobile technol ogies, along with LTE). This presents
opportunities for traffic storns when i ssues occur on one overlay and
not another as all devices that had been on the overlay with issues
switch. This causes a large anount of Dianeter traffic as |ocations
and policies are updated.

Anot her scenario called out by this study is a flood of registration
and nobility managenent events caused by sone elenent in the core
network failing. This flood of traffic fromend nodes falls under
the network-initiated traffic flood category. There is likely to

al so be traffic resulting directly fromthe conponent failure in this
case. A simlar flood can occur when el enents or components recover
as wel | .

Subscriber-initiated traffic floods are also indicated in this study
as an overl oad nechani sm where a | arge nunber of nobile devices are
attenpting to access services at the same tinme, such as in response
to an entertai nment event or a catastrophic event.

VWhile this 3GPP study is concerned with the broader effects of these
scenarios on wireless networks and their elenents, they have
implications specifically for Dianmeter signaling. One of the goals
of this docunent is to provide guidance for a core nechanismthat can
be used to mitigate the scenarios called out by this study.
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4.

Exi sting Mechani snms

Di ameter offers both inplicit and explicit mechanisms for a D aneter
node to learn that a peer is overloaded or unreachable. The inplicit
mechanismis sinply the | ack of responses to requests. |If a client
fails to receive a response in a certain tine period, it assunes that
the upstream peer is unavailable or is overloaded to the point of

ef fective unavailability. The watchdog mechani sm [ RFC3539] ensures
that transaction responses occur at a certain rate even when there is
otherwise little or no other Dianeter traffic.

The explicit mechani smcan involve specific protocol error responses,
where an agent or server tells a downstream peer that it is either
too busy to handle a request (DI AMETER TOO BUSY) or unable to route a
request to an upstream destination (D AMETER UNABLE_TO DELI VER)

per haps because that destination itself is overloaded to the point of
unavail ability.

Anot her explicit mechanism a DPR (D sconnect-Peer-Request) nessage,
can be sent with a Disconnect-Cause of BUSY. This signals the
sender’s intent to close the transport connection and requests that
the client not reconnect.

Once a Dianeter node |earns via one of these nmechanisns that an
upstream peer has becone overloaded, it can then attenpt to take
action to reduce the load. This usually neans forwarding traffic to
an alternate destination, if available. |If no alternate destination
is avail able, the node nust either reduce the nunmber of nessages it
originates (in the case of a client) or informthe client to reduce
traffic (in the case of an agent).

Di ameter requires the use of a congestion-managed transport |ayer,
currently TCP or SCTP, to mitigate network congestion. It is
expected that these transports manage network congestion and that
issues with transport (e.g., congestion propagation and w ndow
nmanagenent) are managed at that level. But even with a congesti on-
nmanaged transport, a Dianmeter node can becone overl oaded at the

Di amet er protocol or application |layers due to the causes descri bed
in Section 1.2, and congesti on-nanaged transports do not provide
facilities (and are at the wong level) to handl e server overl oad.
Transport-1evel congestion nmanagenment is also not sufficient to
address overload in cases of multi-hop and nulti-destination

si gnal i ng.
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5.

5.

5.

| ssues with the Current Mechani sns

The currently avail able D ameter mechani sms for indicating an

overl oad condition are not adequate to avoid service outages due to
overload. This inadequacy may, in turn, contribute to broader

i npacts resulting fromoverl oad due to unresponsive D aneter nodes
causi ng application-layer or transport-layer retransnissions. In
particular, they do not allow a D aneter agent or server to shed | oad
as it approaches overload. At best, a node can only indicate that it
needs to entirely stop receiving requests, i.e., that it has
effectively failed. Even that is problematic due to the inability to
i ndicate durational validity on the transient errors available in the
base Di aneter protocol. Dianeter offers no nechanismto allow a node
to indicate different overload states for different categories of
nessages, for exanple, if it is overloaded for one D aneter
application but not another

1. Problens with Inplicit Mechani sm

The inplicit mechani smdoesn’t allow an agent or server to informthe
client of a problemuntil it is effectively too late to do anything
about it. The client does not know that it needs to take action
until the upstream node has effectively failed. A Dianmeter node has
no opportunity to shed load early to avoid collapse in the first

pl ace.

Additionally, the inplicit mechani sm cannot distinguish between
overl oad of a Di aneter node and network congestion. Dianeter treats
the failure to receive an answer as a transport failure.

2. Problenms with Explicit Mechanisns

The Di ameter specification is anmbi guous on how a client should handl e
recei pt of a DI AMETER TOO BUSY response. The base specification

[ RFC6733] indicates that the sending client should attenpt to send
the request to a different peer. It nakes no suggestion that the
recei pt of a DI AMETER TOO BUSY response shoul d affect future D aneter
nmessages i n any way.

The Aut hentication, Authorization, and Accounting (AAA) Transport
Profile [RFC3539] recommends that a AAA node that receives a "Busy”
response failover all remmining requests to a different agent or
server. But while the D anmeter base specification explicitly depends
on [ RFC3539] to define transport behavior, it does not refer to

[ RFC3539] in the description of behavior on receipt of a

DI AMETER TOO BUSY error. There's a strong likelihood that at |east
some inplementations will continue to send D aneter requests to an
upstream peer even after receiving a DIAMETER TOO BUSY error

McMurry & Canpbel | I nf or mati onal [ Page 18]



RFC 7068 Di ameter Overl oad Control Requirenents Noverber 2013

BCP 41 [ RFC2914] describes, anobng other things, how end-to-end
application behavior can hel p avoid congestion collapse. In
particul ar, an application should avoid sending nessages that will
never be delivered or processed. The DI AMETER TOO BUSY behavi or as
described in the D aneter base specification fails at this, since if
an upstream node becones overl oaded, a client attenpts each request
and does not discover the need to failover the request until the
initial attenpt fails.

The situation is inproved if inplenmentations follow the [ RFC3539]
recomendati on to keep state about upstream peer overload. But even
then, the Dianeter specification offers no guidance on how |l ong a
client should wait before retrying the overl oaded destination. |If an
agent or server supports nultiple realns and/or applications,

DI AMETER TOO BUSY offers no way to indicate that it is overloaded for
one application but not another. A DI AMETER TOO BUSY error can only
i ndi cate overload at a "whol e server" scope

Agent processing of a DIAMETER TOO BUSY response is also problenatic
as described in the base specification. DI AMETER TOO BUSY is defined
as a protocol error. |If an agent receives a protocol error, it may
either handle it locally or forward the response back towards the
downstream peer. |If a downstream peer receives the DI AMETER TOO BUSY
response, it nay stop sending all requests to the agent for sone
period of time, even though the agent may still be able to deliver
requests to other upstream peers.

DI AMETER UNABLE TO DELI VER errors, or using DPR with cause code BUSY
al so have no mechani sms for specifying the scope or cause of the
failure, or the durational validity.

The issues with error responses described in [ RFC6733] extend beyond
the particular issues for overload control and have been addressed in
an ad hoc fashion by various inplementations. Addressing these in a
standard way woul d be a useful exercise, but it is beyond the scope
of this docunment.

6. Extensibility and Application |Independence

G ven the variety of scenarios in which Dianeter elements can be

depl oyed and the variety of roles they can fulfill with D aneter and
ot her technol ogies, a single algorithmfor handling overload may not
be sufficient. For purposes of this discussion, an algorithmis

i nclusive of behavior for control of overload but does not enconpass
the general mechani smfor transporting control information. This
effort cannot anticipate all possible future scenarios and roles.
Extensibility, particularly of algorithns used to deal with overl oad,
will be inportant to cover these cases.
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Simlarly, the scopes to which overload information nmay apply nmay
i ncl ude cases that have not yet been considered. Extensibility in
this area will also be inportant.

The basic mechanismis intended to be application independent, that
is, a Diameter node can use it across any existing and future

Di amet er applications and expect reasonable results. Certain

Di amet er applications might, however, benefit from application-
speci fi c behavior over and above the nechanisnis defaults. For
exanpl e, an application specification m ght specify relative
priorities of messages or selection of a specific overload contro
al gorithm

7. Sol ution Requirenents

Thi s section proposes requirenments for an i nproved nmechani smto
control Dianmeter overload, with the goals of addressing the issues
described in Section 5 and supporting the scenarios described in
Section 2. These requirenents are stated primarily in ternms of

i ndi vi dual node behavior to informthe design of the inproved
mechani sm sol ution designers should keep in nmind that the overal
goal is inproved overall system behavior across all the nodes

i nvol ved, not just inproved behavior from specific individual nodes.

7.1. Cenera

REQ 1: The solution MJST provide a comuni cation nmethod for D aneter
nodes to exchange | oad and overl oad information.

REQ 2: The solution MJST allow D anmeter nodes to support overl oad
control regardl ess of which D anmeter applications they
support. Dianmeter clients and agents nust be able to use the
received | oad and overload information to support gracefu
behavi or during an overload condition. Gaceful behavior
under overload conditions is best described by REQ 3.

REQ 3: The solution MUST |imt the inpact of overload on the overal
useful throughput of a D aneter server, even when the
incomng |load on the network is far in excess of its
capacity. The overall useful throughput under load is the
ultimate nmeasure of the value of a solution

REQ 4: Dianeter allows requests to be sent fromeither side of a
connection, and either side of a connection nay have need to
provide its overload status. The solution MJST all ow each
side of a connection to independently informthe other of its
over | oad st atus.
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Di ameter all ows nodes to determine their peers via dynamc
di scovery or mamnual configuration. The solution MJST work
consistently w thout regard to how peers are determ ned.

The sol ution designers SHOULD seek to minimze the amount of
new configuration required in order to work. For exanple, it
is better to allow peers to advertise or negotiate support
for the solution, rather than to require that this know edge
be configured at each node.

7.2. Performance

REQ 7:

REQ 8:

REQ 9:

REQ 10:

REQ 11:

REQ 12:

REQ 13:

The solution and any associated default al gorithn(s) MJST
ensure that the systemrenains stable. At sonme point after
an overload condition has ended, the solution MIST enabl e
capacity to stabilize and becone equal to what it would be in
the absence of an overload condition. Note that this also
requires that the solution MJST all ow nodes to shed | oad

wi t hout introducing non-converging oscillations during or
after an overl oad condition.

Supporting nodes MUST be able to distinguish current overl oad
information fromstale information

The solution MJUST function across fully | oaded as well as
qui escent transport connections. This is partially derived
fromthe requirenent for stability in REQ 7.

Consuners of overload informati on MJUST be able to determ ne
when the overload condition inproves or ends.

The solution MJST be able to operate in networks of different
si zes.

VWen a single network node fails, goes into overload, or
suffers fromreduced processing capacity, the solution MJST
nake it possible to limt the inpact of the affected node on
ot her nodes in the network. This helps to prevent a small-
scale failure from becom ng a w despread out age.

The sol ution MJUST NOT introduce substantial additional work
for a node in an overl oaded state. For exanple, a

requi renent for an overl oaded node to send overl oad
information every tine it received a new request would

i ntroduce substantial work.
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REQ 14: Sone scenarios that result in overload involve a rapid
increase of traffic with little tine between normal |evels
and | evel s that induce overload. The solution SHOULD provide
for rapid feedback when traffic | evels increase.

REQ 15: The solution MJUST NOT interfere with the congestion contro
nmechani sns of underlying transport protocols. For exanple, a
solution that opened additional TCP connections when the
network i s congested woul d reduce the effectiveness of the
under | yi ng congestion control mechani sms.

7.3. Heterogeneous Support for Solution

REQ 16: The solution is likely to be deployed increnentally. The
sol ution MJST support a m xed environnent where sone, but not
all, nodes inplement it.

REQ 17: In a mixed environnent with nodes that support the solution
and nodes that do not, the solution MJUST NOT result in
materially | ess useful throughput during overload as woul d
have resulted if the solution were not present. |t SHOULD
result in |l ess severe overload in this environnent.

REQ 18: In a nmixed environnent of nodes that support the solution and
nodes that do not, the solution MJST NOT preclude el enents
that support overload control fromtreating elenments that do
not support overload control in an equitable fashion relative
to those that do. Users and operators of nodes that do not
support the solution MJUST NOT unfairly benefit fromthe
solution. The solution specification SHOULD provi de gui dance
to inplenentors for dealing with el enents not supporting
overl oad control

REQ 19: It MJST be possible to use the solution between nodes in
different realns and in different adm nistrative domains.

REQ 20: Any explicit overload indication MIST be clearly
di stingui shable fromother errors reported via D aneter.

REQ 21: In cases where a network node fails, is so overloaded that it
cannot process nessages, Or cannot communi cate due to a
network failure, it may not be able to provide explicit
i ndi cations of the nature of the failure or its levels of
overload. The solution MJST result in at |least as nuch
useful throughput as woul d have resulted if the solution were
not in place.
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7.4. G anular Control

REQ 22:

REQ 23:

REQ 24:

The solution MJST provide a way for a node to throttle the
amount of traffic it receives froma peer node. This
throttling SHOULD be graded so that it can be applied
gradual ly as offered | oad increases. Overload is not a

bi nary state; there may be degrees of overl oad.

The solution MJST provide sufficient information to enable a
| oad- bal anci ng node to divert nessages that are rejected or
otherwise throttled by an overl| oaded upstream node to ot her
upstream nodes that are the nost likely to have sufficient
capacity to process them

The sol ution MJST provide a nmechanism for indicating |oad

| evel s, even when not in an overload condition, to assist
nodes i n maki ng decisions to prevent overload conditions from
occurring.

7.5. Priority and Policy

REQ 25:

REQ 26:

The base specification for the solution SHOULD of fer genera
gui dance on whi ch nessage types mght be desirable to send or
process over others during times of overload, based on
application-specific considerations. For exanple, it nmay be
nore beneficial to process nessages for existing sessions
ahead of new sessions. Sonme networks may have a requiremnent
to give priority to requests associated with emergency
sessions. Any normative or otherw se detailed definition of
the relative priorities of message types during an overl oad
condition will be the responsibility of the application
speci fication.

The sol ution MJUST NOT prevent a node fromprioritizing
requests based on any local policy, so that certain requests
are given preferential treatnent, given additiona

retransm ssion, not throttled, or processed ahead of others.

7.6. Security

REQ 27:

The sol ution MJUST NOT provide new vulnerabilities to
mal i ci ous attack or increase the severity of any existing

vul nerabilities. This includes vulnerabilities to DoS and
DDoS attacks as well as replay and man-in-the-mddl e attacks.
Note that the Diameter base specification [ RFC6733] | acks
end-to-end security, and this nust be considered (see
Security Considerations in this docunent (Section 8)). Note
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REQ 28:

REQ 29:

REQ 30:

Fl ex

REQ 31:

REQ 32:
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that this requirenment was expressed at a high level so as to
not preclude any particular solution. |Is is expected that
the solution will address this in nore detail

The sol ution MJUST NOT depend on bei ng depl oyed in
environnents where all Dianeter nodes are conpletely trusted.
It SHOULD operate as effectively as possible in environnents
where ot her nodes are malicious; this includes preventing
mal i ci ous nodes from obtaining nore than a fair share of
service. Note that this does not inply any responsibility on
the solution to detect, or take counternmeasures against,
mal i ci ous nodes.

It MUST be possible for a supporting node to nake

aut hori zati on deci si ons about what information will be sent
to peer nodes based on the identity of those nodes. This

all ows a domain adm ni strator who considers the | oad of their
nodes to be sensitive information to restrict access to that
information. O course, in such cases, there is no
expectation that the solution itself will help prevent

overl oad fromthat peer node.

The solution MJUST NOT interfere with any Di ameter-conpliant
net hod that a node nmay use to protect itself from overl oad
from non-supporting nodes or from denial -of-service attacks.

bility and Extensibility

There are multiple situations where a D ameter node may be
over | oaded for sone purposes but not others. For exanple,
this can happen to an agent or server that supports nultiple
applications, or when a server depends on multiple externa
resources, sone of which may becone overl oaded whil e others
are fully available. The solution MIST all ow D aneter nodes
to indicate overload with sufficient granularity to allow
clients to take action based on the overl oaded resources

wi t hout unreasonably forcing avail able capacity to go unused.
The sol ution MJST support specification of overload
information with granularities of at |east "D ameter node",
"real ', and "Di aneter application" and MJST al |l ow
extensibility for others to be added in the future.

The sol ution MJST provide a nmethod for extending the
i nformati on communi cated and the algorithns used for overl oad
control
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REQ 33: The solution MJST provide a default algorithmthat is
mandatory to inplement.

REQ 34: The solution SHOULD provi de a method for exchangi ng overl oad
and | oad informati on between el ements that are connected by
i nternediari es that do not support the solution

8. Security Considerations

A Di aneter overload control mechanismis primarily concerned with the
| oad-rel ated and overl oad-rel ated behavior of nodes in a D aneter
network, and the information used to affect that behavior. Load and
overload information is shared between nodes and directly affects the
behavior, and thus the information is potentially vulnerable to a
nunber of nethods of attack

Load and overload information may al so be sensitive from both

busi ness and network protection viewoints. Operators of D aneter
equi pnrent want to control the visibility of |oad and overl oad
information to keep it from being used for conpetitive intelligence
or for targeting attacks. It is also inportant that the D anmeter
overl oad control nechani smnot introduce any way in which any other
information carried by D aneter is sent inappropriately.

Note that the Dianmeter base specification [ RFC6733] | acks end-to-end
security, making it difficult for non-adjacent nodes to verify the
authenticity and ownership of |oad and overl oad information.

Aut hentication of |oad and overload information helps to alleviate
several of the security issues listed in this section

Thi s docunent includes requirenents intended to nitigate the effects
of attacks and to protect the information used by the nechani sm

Thi s section discusses potential security considerations for overl oad
control solutions. This discussion provides the notivation for
several normative requirenents described in Section 7. The

di scussion includes specific references to the normative requirenents
that apply for each issue.

8.1. Access Contro

To control the visibility of |oad and overload information, sending
shoul d be subject to sone formof authentication and authorization of
the receiver. It is also inportant to the receivers that they are
confident the | oad and overload information they receive is froma
legitimate source. REQ 28 requires that the solution work without
assum ng that all D ameter nodes in a network are trusted for the

pur poses of exchangi ng overload and | oad information. REQ 29
requires that the solution |l et nodes restrict unauthorized parties
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fromseeing overload information. Note that this inplies a certain
amount of configurability on the nodes supporting the D aneter
overl oad control nechanism

8.2. Denial-of-Service Attacks

An overload control mechani smprovides a very attractive target for
deni al -of -service attacks. A small nunber of nessages may effect a
| arge service disruption by falsely reporting overl oad conditions.
Al ternately, attacking servers nearing, or in, overload may al so be
facilitated by disrupting their overload indications, potentially
preventing themfrommntigating their overload condition

A design goal for the Dianeter overload control mechanismis to
mnimze or elimnate the possibility of using the mechanismfor this
type of attack. More strongly, REQ 27 forbids the solution from

i ntroduci ng new vulnerabilities to malicious attack. Additionally,
REQ 30 stipulates that the solution not interfere with other
nmechani sns used for protection agai nst denial -of -service attacks.

As the intent of sonme denial-of-service attacks is to induce overl oad
conditions, an effective overload control mechani smshould help to
mtigate the effects of such an attack.

8.3. Replay Attacks

An attacker that has nanaged to obtain some nmessages fromthe

overl oad control nechanismmy attenpt to affect the behavior of
nodes supporting the nmechani sm by sendi ng those nessages at
potentially inopportune tines. |In addition to tine shifting, replay
attacks may send nessages to other nodes as well (target shifting).

A design goal for the Dianeter overload control solutionis to
mnimze or elimnate the possibility of causing disruption by using
a replay attack on the Diameter overload control nechani sm
(Allowing a replay attack using the overload control solution would
vi ol ate REQ 27.)

8.4. Man-in-the-Mddle Attacks

By inserting thensel ves between two nodes supporting the Di aneter
overl oad control nechanism an attacker may potentially both access
and alter the information sent between those nodes. This can be used
for information gathering for business intelligence and attack
targeting, as well as direct attacks.
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REQs 27, 28, and 29 inply a need to prevent nan-in-the-mddle attacks
on the overload control solution. A transport using Transport Layer
Security (TLS) and/or |Psec nmay be desirable for this purpose.

8.5. Comprom sed Hosts

A conprom sed host that supports the Dianeter overload contro
mechani sm coul d be used for information gathering as well as for
sending malicious information to any Di aneter node that would
normal Iy accept information fromit. While it is beyond the scope of
the Dianmeter overload control mechanismto mtigate any operationa
interruption to the conpronised host, REQ 28 and 29 inply a need to
m nimze the inpact that a conprom sed host can have on other nodes
t hrough the use of the Diameter overload control nechanism O
course, a conprom sed host could be used to cause damage i n a nunber
of other ways. This is out of scope for a D aneter overload contro
mechani sm
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