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Abst r act

Edge TRILL (Transparent Interconnection of Lots of Links) switches
currently learn the nappi ng between MAC (Medi a Access Control)
addresses and their egress TRILL switch by observing the data packets
they ingress or egress or by the TRILL ESADI (End-Station Address
Distribution Information) protocol. Wen an ingress TRILL switch
receives a data frame for a destination address (MAC&Label) that the
swi tch does not know, the data frame is flooded within the franme’s
Dat a Label across the TRILL campus.

Thi s docunent describes the framework for using directory services to
assi st edge TRILL switches in reducing multi-destination frames,
particul arly unknown uni cast frames fl oodi ng, and ARP/ND ( Address
Resol uti on Protocol / Nei ghbor D scovery), thus inproving TRILL
network scal ability and security.

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Not all docunents
approved by the I ESG are a candidate for any |level of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this docurment, any errata,

and how to provide feedback on it may be obtained at
http://ww.rfc-editor.org/info/rfc7067
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1

| ntroducti on

Edge TRILL (Transparent Interconnection of Lots of Links) switches
(devices inplenmenting [ RFC6325], also known as RBridges) currently

| earn the mappi ng between destinati on MAC addresses and their egress
TRILL switch by observing data packets or by the ESAD (End-Station
Address Distribution Information) protocol. Wen an ingress RBridge
(Routing Bridge) receives a data frame for a destination address
(MAC&Label ) that RBridge does not know, the data frame is flooded
within that Data Label across the TRILL canpus. (Data Labels are
VLANs or FGL.s (Fine-Gained Labels [FA]).

Thi s docunent describes a franework for using directory services in
envi ronnents where such services are available, such as typical data
centers, to assist edge TRILL switches. This assistance can reduce
mul ti-destination frames, particularly ARP [ RFC3826], ND [ RFC4861],
and unknown uni cast, thus inproving TRILL network scalability. 1In
addition, the information provided by a directory can be nore secure
than that learned fromthe data plane (see Section 7).

Data centers, especially Internet and/or nulti-tenant data centers,
tend to have a | arge number of end stations with a wide variety of
applications. Their networks differ fromenterprise campus networks
in several ways that nmake them attractive for the use of directory
assi stance, in particular:

1. Data center topology is often based on racks and rows.
Furthernore, a Server/VM (virtual machi ne) Managenent System
orchestrates the assignnent of guest operating systens to servers,
racks, and rows; it is not done at random So, the information
necessary for a directory is nornmally avail able fromthat
Managenment System

2. Rapid workl oad shifting in data centers can accelerate the
frequency of the physical servers being reloaded with different
applications. Sonetines, applications |oaded into one physica
server at different tines can belong to different subnets. Wen a
VMis nmoved to a new | ocation or when a server is |loaded with a
new application with different | P/ MAC addresses, it is nore likely
that the destination address of data packets sent out fromthose
VMs are unknown to their attached edge RBri dges.

3. Wth server virtualization, there is an increasing trend to
dynam cally create or delete VMs when the denmand for resources
changes, to move VMs from overl oaded servers to | ess | oaded
servers, or to aggregate VMs onto fewer servers when demand is
light. This results in the nore frequent occurrence of multiple
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subnets on the sane port at the sanme tinme and a hi gher change rate
for VWb than for physical servers.

Both itenms 2 and 3 above can lead to applications in one subnet being
placed in different |ocations (racks or rows) or one rack having
applications belonging to different subnets.

2.  Term nol ogy

The terms "VLAN' and "Data Label" are used interchangeably wth
"Subnet" in this document, because it is conmon to nmap one subnet to
one VLAN or FG..

Bridge: Device conpliant with |EEE Std 802.1Q 2011 [802.1Q .

Data Label: VLAN or FG

EoR: End- of -Row switches in a data center. Al so known as
aggregati on swtches.

End Station: Guest OS running on a physical server or on a virtual
machine. An end station in this document has at | east one
| P address, at | east one MAC address, and is connected to a

net wor k.
FG: Fi ne- Grai ned Label [FQA]
IS-1S: Intermediate Systemto Intermedi ate System routing protocol.

TRILL uses IS-1S[IS-1S] [RFC6326].
RBri dge: "Routing Bridge", an alternate nane for a TRILL switch.

ToR Top-of - Rack switches in a data center. Al so known as access
swi tches in sone data centers.

TRI LL: Transparent Interconnection of Lots of Links [RFC6325]
TRILL Switch: A device inplenmenting the TRILL protocol [RFC6325].

VM Virtual Machi ne
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3. Inpact of Massive Number of End Stations

Thi s section discusses the inmpact of a massive nunber of end stations
in a TRILL canpus using Data Centers as an exanpl e.

3.1. Issues of Flooding-Based Learning in Data Centers

It is common for Data Center networks to have multiple tiers of

swi tches, for exanple, one or two Access Switches for each server
rack (ToR), aggregation switches for sone rows (or EOR sw tches), and
some core switches to interconnect the aggregation switches. Many
aggregati on switches deployed in data centers have high port density.
It is not unconmon to see aggregati on switches interconnecting
hundreds of ToR swi tches.

B + [ +
+f - - - + | +f----- + |
| Aggrli| + ----- | Aggr N1| + EoR swi t ches
+o- - - - -+ S e +/
/ \ / \
/ \ / \
+---+ +---+ +---+ +---+
| T11] ... | T1x| | T21] .. | T2y| ToR swi tches
+---+ +---+ +---+ +---+
| | | |
+ |-+ + |-+ + |-+ + |-+
I R I
oot oot oo+ +---+ Server racks
I R N N
+---+ +---+ +---+ +---+
I R I N
+---4 +---4 +---4 +---4

Figure 1: Typical Data Center Network Design

The foll owi ng problens could occur when TRILL is deployed in a data
center with a large nunber of end stations and when the end stations
i n one subnet/Label are placed under multiple edge RBridges:

- Unnecessary filling of slots in the MAC address | earning table
of edge RBridges, e.g., RBridge T11l, due to T11 receiving
broadcast/nmulticast traffic (e.g., ARP/ND, cluster multicast,
etc.) fromend stations under other edge RBridges that are not
actually comunicating with any end stations attached to T11

- Packets being fl ooded across a TRILL canmpus when their

destinati on MAC addresses are not in the ingress RBridge’' s MAC
address to the egress RBridge cache.
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3.2. Two Exanples

Consi der a data center with 1,600 server racks. Each server rack has
at least one ToR switch. The ToR switches are further divided into 8
groups, with each group being connected by a set of aggregation
switches. There could be 4 to 8 aggregation switches in each set to
achi eve | oad sharing for traffic to/fromserver racks. Let’'s

consi der the following two scenarios for the TRILL canmpus boundary if
TRILL is deployed in this data center environnment:

- Scenario #1: TRILL canpus boundary starts at the ToR swi tches:

I f each server rack has one ToR, there are 1,600 edge RBridges.
If each rack has two ToR switches, then there will be 3,200
edge RBridges.

In this scenario, the TRILL campus will have nore than 1, 600
(or 3,200) + 8*4 (or 8*8) nodes, which is a large IS-IS area.
Even though a nesh |1S-1S area can scale up to thousands of
nodes, it is challenging for aggregation switches to handle
IS-1S link state adverti senment anpbng hundreds of paralle
ports.

I f each ToR has 40 downstream ports facing servers and each
server has 10 VMs, there could be 40*10 = 400 end stations
attached. |f those end stations belong to 8 Labels, then the
total nunber of MAC&Label entries |earned by each edge RBridge
in the worst case m ght be 400*8 = 3,200, which is not a |arge
nunber .

- Scenario #2: TRILL canpus boundary starts at the aggregation
swi t ches:

Wth the sane assunptions as before, the nunber of nodes in the
TRILL campus will be less than 100, and aggregation sw tches
don’'t have to handle IS-1S link state advertisenments anong
hundreds of parallel ports.

However, the number of MAC&Label <-> Egress RBridge nmapping
entries to be |l earned and managed by the RBri dge edge node can
be very large. 1In the exanple above, each edge RBridge has 200
edge ports facing the ToR switches. [|f each ToR has 40
downstream ports facing servers and each server has 10 VM,
there could be 200*40*10 = 80,000 end stations attached. |If

all those end stations belong to 1,600 Labels (50 per Data
Label ) and each Data Label has 200 end stations, then under the
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4.

wor st -case scenario, the total nunber of MAC&Label entries to
be | earned by each edge RBri dge can be 1, 600*200=320, 000, which
is very large

Benefits of Directory-Assisted TRILL Edge

In sone environments, particularly data centers, the assignnment of
applications to servers, including rack and row selection, is
orchestrated by Server (or VM Managenment System(s). That is, there
is a database or multiple databases that have the know edge of where
each application is placed. |If the application |ocation information
can be fed to RBridge edge nodes through sone formof directory
service, then there is nmuch | ess chance of RBridge edge nodes
recei vi ng unknown MAC destination addresses, therefore | ess chance of
f I oodi ng.

Avoi di ng unknown uni cast address flooding to the TRILL canpus is
especially valuable in the data center environnent, because there is
a higher chance of an edge RBridge receiving packets with an unknown
uni cast destination address and broadcast/multi cast nessages due to
VM migration and servers being | oaded with different applications.
VWen a VMis noved to a new |location or a server is |oaded with a new
application with a different |1 P/MAC addresses, it is nore likely that
the destination address of data packets sent out fromthose VMs is
unknown to their attached edge RBridges. |In addition, gratuitous ARP
(1 Pv4d [RFC826]) or Unsolicited Nei ghbor Advertisenment (IPv6

[ RFC4861]) sent out fromthose newy migrated or activated VMs have
to be flooded to other edge RBridges that have VMs in the sane
subnet s.

The benefits of using directory assistance include:

- Avoids flooding an unknown uni cast destinati on address across
the TRILL canpus. The directory-enforced MAC& abel <-> Egress
RBri dge mappi ng table can determine if a data packet needs to
be forwarded across the TRILL canpus.

When nmultiple RBridge edge ports are connected to end stations
(servers/VMs), possibly via bridged LANs, a directory-assisted
edge RBridge won't need to flood unknown uni cast destination
data frames to all ports of the edge RBridges in the frane's
Data Label when it ingresses a frame. It can depend on the
directory to |l ocate the destination. Wen the directory
doesn’t have the needed information, the frames can be dropped
or flooded dependi ng on the policy configured.
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5.

5.

- Reduces flooding of decapsul ated Ethernet franes with an
unknown MAC destination address to a bridged LAN connected to
RBri dge edge ports.

VWhen an RBridge receives a unicast TRILL data packet whose
destinati on Nickname matches with its own, the normal procedure
is for the RBridge to decapsulate it and forward the

decapsul ated Ethernet frane to the directly attached bridged
LAN. If the destination MAC is unknown, the RBridge floods the
decapsul ated Ethernet frane out all ports in the frame’'s Data
Label. Wth directory assistance, the egress RBridge can
determne if the MAC destination address in a frane matches any
end stations attached via the bridged LAN. Franmes can be

di scarded if their destination addresses do not match.

-  Reduces the anmount of MAC&Label <-> Egress RBridge nmappi ng
mai nt ai ned by edge RBridges. There is no need for an edge
RBri dge to keep MAC entries of renpte end stations that don't
conmuni cate with the end stations |ocally attached.

- Elimnates ARP/ND bei ng broadcast or multicast through the
TRI LL core.

- Provides sone protection agai nst spoofing of source addresses
(see Section 7).

Generic Operation of Directory Assistance

There are two different nodels for directory assistance to edge
RBri dges: Push Mbdel and Pull Model. The directory information is
described in Section 5.1 below, while Section 5.2 discusses Push
Model requirements, and Section 5.3 Pull Model requirenents.

1. Information in Directory for Edge RBridges

To achieve the benefits of directory assistance for TRILL, the
corresponding Directory Server entries will need, at a mninum the
follow ng | ogical data structure:

[P, MAC, Data Label, {list of attached RBridge nicknanes}, {list of
i nterested RBridges}]

The {list of attached RBridges} are the edge RBridges to which the
host (or VM is attached as specified by the [IP, MAC, Data Label] in
the entry. The {list of interested RBridges} are the renpte RBridges
that m ght have attached hosts that comunicate with the host in this
entry.
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5.

2.

When a host has nultiple | P addresses, there will be nultiple
entries.

The {list of interested RBridges} could get popul ated when an RBridge
queries for information, or information is pushed froma Directory
Server. The list is used to notify those RBridges when the host
(specified by the [IP, MAC, Data Label]) in the entry changes its
RBri dge attachnment. An explicit list in the directory is not needed
as long as the interested RBridges can be deterni ned.

Push Mbdel and Requirements

Under this nodel, Directory Server(s) push the MAC&Label <-> Egress
RBri dge mapping for all the end stations that mnight conmunicate with
end stations attached to an RBridge edge node. |f the packet’s
destinati on address can’t be found in the MAC&Label <-> Egress

RBri dge table, the Ingress RBridge could be configured to:

sinmply drop a data packet,
flood it to the TRILL canpus, or

start the pull process to get information fromthe Pull Directory
Server(s).

It may not be necessary for every edge RBridge to get the entire
mappi ng table for all the end stations in a canpus. There are many
ways to narrow the full set down to a snaller set of renote end
stations that communicate with end stations attached to an edge
RBridge. A sinple approach is to only push the mapping for the Data
Label s that have active end stations under an edge RBridge. This
approach can reduce the nunber of mapping entries being pushed.

However, the Push Model will usually push nmore entries of MAC&Labe
<-> Egress RBridge mapping to an edge RBridges than needed. Under
the normal process of edge RBridge cache agi ng and unknown
destinati on address fl ooding, rarely used mapping entries would have
been renmoved. But it can be difficult for Directory Servers to
predi ct the comunication patterns anong applications within one Data
Label . Therefore, it is likely that the Directory Servers will push
down all the MAC&Label entries if there are end stations in the Data
Label attached to the edge RBridge. This is a disadvantage of the
Push Model conpared with the Pull Mdel described bel ow.

In the Push Mddel, it is necessary to have a way for an RBridge node
to request Directory Server(s) to push the mapping entries. This
met hod shoul d at |east include the Data Labels enabled on the

RBri dge, so that the Directory Server doesn't need to push down the
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entire set of mapping entries for all the end stations in the canpus.
An RBridge nust be able to get mapping entries when it is initialized
or restarted.

The Push Mddel s detail ed method and any handshake mechani sm bet ween
an RBridge and Directory Server(s) is beyond the scope of this
framewor k document .

When a Directory Server needs to push a | arge nunber of entries to
edge RBridges, efficient data organization should be considered, for
exanpl e, with one edge RBridge ni cknanme bei ng associated with all the
attached end stations’ MAC addresses and Data Labels. As shown in
Table 1 below, to make the data nore conpact, a representati on can be
used where a ni cknanme need only occur once for a set of Labels, each
of which occurs only once and each of which is associated with a set
of multiple IP and MAC address pairs. It would be nuch nore bulky to
have each I P and MAC address pair separately acconpanied by its Labe
and by the nicknane of the RBridge by which it is reachable.

Femmmeme e S e m e e e e iieeeeeaeaeaa +
| Nicknanel |Label-1 | |P/ MACL, |P/ MAC2, ,, |P/NMACn |
| -------- o +
| | Label -2 | 1P/ NMACL, |P/ MAC2, ,, |P/NMACn |
| [-------- o e m e e e e e e e e e oo oo +
| | ... .. | IP/MACL, |P/MAC2, ,, |P/ MACN |
Femmmeme e S e m e e e e iieeeeeaeaeaa +
| Nicknane2 |Label-1 | |P/ MACL, |P/ MAC2, ,, |P/NMACn |
| -------- o +
| | Label -2 | 1P/ MACL, |P/ MAC2, ,,I|P/NACn |
| [-------- o e m e e e e e e e e e oo oo +
| | | IP/MACL, |P/MAC2, ,, |P/ MACN |
Femmmeme e S e m e e e e iieeeeeaeaeaa +
| ------- [-------- . +
| | | IP/MACL, |P/NMAC2, ,, |P/ MACh |
Fom e e e oo - - oo o e e e e e oo oo +

Table 1: Summari zed Tabl e Pushed Down from Directory

Whenever there is any change in MAC&Label <-> Egress RBridge napping
that can be triggered by end stations being added, noved, or
deconm ssi oned, an increnmental update can be sent to the edge

RBri dges that are inpacted by the change. Therefore, sonmething like
a sequence nunber has to be naintained by Directory Servers and

RBri dges. Detailed nechanisns will be specified in a separate
document .
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3.

Pul I Mddel and Requirenents

Under this nmodel, an RBridge pulls the MAC&Label <-> Egress RBridge
mappi ng entry fromthe Directory Server when its cache doesn’t have
the entry. There are a couple of possibilities for triggering the
pul I i ng process:

- The RBridge edge node can send a pull request whenever it
recei ves an unknown MAC destination, or

- The RBridge edge node can intercept all ARP/ND requests and
forward them or appropriate requests to the Directory Server(s)
that has the information on where the target end stations are
| ocat ed.

The Pull Directory response could indicate that the address being
qgueried is unknown or that the requestor is admnistratively
prohi bited fromgetting an i nformati ve response.

By using a Pull Directory, a franme with an unknown MAC destination
address doesn’'t have to be flooded across the TRILL canpus and the
ARP/ ND requests don’t have to be broadcast or multicast across the
TRI LL canpus.

The ingress RBridge can cache the response pulled fromthe directory.
The tinmer for such a cache should be short in an environment where
VMs nove frequently. The cache tiner could be configured by the
Management System or sent along with the Pulled reply by the
Directory Server(s). It is inmportant that the cached information be
kept consistent with the actual placenment of addresses in the campus;
therefore, there needs to be sonme nechani sm by which RBridges that
have pull ed information that has not expired can be informed when
that information changes or becones invalid for other reasons.

One advantage of the Pull Model is that edge RBridges can age out
MAC&Label entries if they haven't been used for a certain configured
period of time or a period of tinme provided by the directory.
Therefore, each edge RBridge will only keep the entries that are
frequently used, so its nmapping table size will be snaller. Edge
RBri dges woul d query the Directory Server(s) for unknown MAC
destinati on addresses in data franes or ARP/ND and cache the
response. Wen end stations attached to renote edge RBridges rarely
conmuni cate with the locally attached end stations, the correspondi ng
MAC&VLAN entries woul d be aged out fromthe RBridge’ s cache.

An RBridge waiting for a response fromDirectory Servers upon
receiving a data frame with an unknown destination address is simlar
to an Layer-3/Layer-2 boundary router waiting for an ARP or ND
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response upon receiving an | P data packet whose destination IP is not
in the router’s | P/ MAC cache table. Most depl oyed routers today do
hol d the packet and send ARP/ ND requests to the target upon receiving
a packet with a destination IP not inits |IP-to-MAC cache. Wen

ARP/ ND replies are received, the router will send the data packet to
the target. This practice mnimzes flooding when targets don’'t
exi st in the subnet.

When the target doesn’t exist in the subnet, routers generally resend
an ARP/ND request a few nore times before dropping the packets. So,
if the target doesn't exist in the subnet, the router’s holding tinme
to wait for an ARP/ND response can be | onger than the time taken by
the Pull Model to get |IP-to-MAC nmapping froma Directory Server.

RBri dges with mapping entries being pushed froma Directory Server
can be configured to use the Pull Mddel for targets that don't exist
in the mappi ng data bei ng pushed.

A separate docurment will specify the detail ed nessages and nmechani sm
for RBridges to pull information fromDirectory Server(s).

6. Recommendati on

TRILL should provide a directory-assisted approach. This docunent
describes a basic framework for directory assistance to RBridge edge
nodes. Moire detailed nmechanisnms will be described in a separate
document or docunents.

7. Security Considerations

For general TRILL security considerations, see Section 6 of
[ RFC6325] .

Accur ate mapping of | P addresses into MAC addresses and of MAC
addresses to the RBridges fromwhich they are reachable is inportant
to the correct delivery of infornmation. The security of specific
directory-assi sted nmechani snms for delivering such information will be
di scussed in the docunent or docunents specifying those nechani sns.

A directory-assisted TRILL edge can be used to substantially inprove
the security of a TRILL canpus over TRILL's default MAC address

| earning fromthe data plane. Assune S is an end station attached to
RB1 trying to spoof a target end station T and that T is attached to
RB2. Perhaps S wants to steal traffic intended for T or forge
traffic as if it was fromT.
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Wth that default TRILL data-plane | earning as described in

[ RFC6325], S can inpersonate T or any other end station in the same
Data Label (VLAN or FG. [FA.]) as S and possibly other Data Labels,
dependi ng on how tightly VLAN adm ssion and Appoi nted Forwarders

[ RFC6439] are configured at the port by which S is connected to RB1
S can just send native frames with the forged source MAC addresses of
T, perhaps broadcast franes for maxi mumeffectiveness. Wth this
technique, Swill frequently receive traffic intended for T and S can
easily forge traffic as being fromT

Such spoofing can be prevented to the extent that the network
RBridges (1) use trusted directory services as described above in
this docunment, (2) discard native franes received froma |local end
station when the directory says that end stations should be renpte,
and, (3) when appropriate, intercept ARP and ND nessages and respond
locally. Under these circunmstances, S would be limted to spoofing
targets on the same RBridge as the ingress RBridge for S (that is,
RB1 = RB2). RB1 would still need to | earn which |local end stations
were attached to which port, and S could confuse RB1 by sending
franes with the forged source MAC address of other end stations on
RB1. Although it would also still be restricted to franes in a VLAN
that would both be admtted by S's port of attachment and for which
that port is an Appointed Forwarder

Security against spoofing could be even further strengthened by
addi ng port of attachment information to the directory and di scarding
native frames that are received on the wong port. This would linit
S to spoofing targets that were on the sane link as S and in a VLAN
admtted by the port of that link’s attachment to RB1 and for which
that port is an Appointed Forwarder (or, if the link is nmultiply
connected, in the sane way at all of the ports by which the link is
attached to an RBridge).

Even wi thout directory services, secure ND [ RFC3971] or use of secure
ESADI (as described in [ESADI]) may al so be hel pful to security.
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