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6t 04 Provi der Managed Tunnel s
Abst r act

6t 04 Provi der Managed Tunnel s (6to4-PMI) provide a framework that can
hel p manage 6to04 tunnels operating in an anycast configuration. The
6t 04- PMTI framework is intended to serve as an option for operators to
hel p i nprove the experience of 6to4 operation when conditions of the
network may provi de sub-optinmal performance or break nornmal 6to4
operation. 6to4-PMI supplies a stable provider prefix and forwarding
environnent by utilizing existing 6to4 relays with an added function
of 1Pv6 Prefix Translation. This operation may be particularly

i mportant in NAT444 infrastructures where a custoner endpoint may be
assi gned a non- RFC1918 address, thus breaking the return path for
anycast - based 6t 04 operation. 6to4-PMI has been successfully used in
a production network, inplemented as open source code, and

i mpl enented by a maj or routing vendor

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This is a contribution to the RFC Series, independently of any ot her
RFC stream The RFC Editor has chosen to publish this docunent at
its discretion and nakes no statement about its value for

i mpl enentati on or deploynment. Docunents approved for publication by
the RFC Editor are not a candidate for any | evel of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc6732
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1. Introduction

6t 04 [ RFC3056] tunneling, along with the anycast operation described
in [ RFC3068], is widely deployed in nodern Operating Systens and

of f-the-shel f gateways sold throughout retail and Original Equi pnent
Manuf acturer (CEM channels. Anycast-based 6to4 [ RFC3068] allows for
tunnel ed 1 Pv6 connectivity through I Pv4 clouds without explicit
configuration of a relay address. Since the overall systemutilizes
anycast forwarding in both directions, flow paths are difficult to
determ ne, tend to follow separate paths in either direction, and

of ten change based on network conditions. The return path is
normal Iy uncontrolled by the | ocal operator and can contribute to
poor performance for |IPv6 and can al so act as a breakage point. Many
of the challenges with 6to4 are described in [RFC6343]. A specific
critical use case for problematic anycast 6to4 operation is related
to conditions in which the consuner endpoints are downstreamfrom a
nort hbound Carrier-Gade NAT (CA\) [RFC6264] function when assigned
non- RFC1918 | Pv4 addresses, which are not routed on interdomain

l'i nks.

Operators that are actively deploying | Pv6 networks and operate

| egacy | Pv4 access environnents may want to utilize the existing 6to4
behavior in customer site resident hardware and software as an
interimoption to reach the IPv6 Internet in advance of being able to
offer full native IPv6. Operators may al so need to address the

br okenness related to 6to4 operation originating from behind a

provi der NAT function. 6to4-PMI offers an operator the opportunity to
utilize I1Pv6 Prefix Translation to enable deterministic traffic flow
and an unbroken path to and fromthe Internet for |Pv6-based traffic
sourced originally fromthese 6to4 custoner endpoints.

6t 04- PMT translates the prefix portion of the I Pv6 address fromthe
6t 04-generated prefix to a provider-assigned prefix that is used to
represent the source. This translation will then provide a stable
forward and return path for the 6to4 traffic by allowi ng the existing
| Pv6 routing and policy environment to control the traffic. 6to4-PMI
is primarily intended to be used in a stateless manner to nmmintain
many of the elements inherent in nornal 6to4 operation.

Al ternatively, 6to4-PMI can be used in a stateful translation node
shoul d the operator choose this option.

2. Motivation

Many operators endeavor to deploy |IPv6 as soon as possible so as to
ensure uninterrupted connectivity to all Internet applications and
content through the I1Pv4 to IPv6 transition process. The |IPv6
preparations within these organizations are often faced with both
financial challenges and timng issues related to deploying IPv6 to
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the network edge and related transition technol ogies. Many of the
new t echnol ogi es available for IPv4 to IPv6 transition will require
the replacenent of the organization’ s Custonmer Prenises Equi pnent
(CPE) to support technologies like IPv6 Rapid Depl oynment (6RD)

[ RFC5969], Dual -Stack Lite [RFC6333], and native dual -stack

perators face a nunmber of challenges related to hone equi pnent

repl acenent. Qperator-initiated replacenment of this equi prent wll
take time due to the nature of mass equi prent refresh prograns or may
require the consumer to replace their own gear. Replacing consumer
owned and operated equi prent, conmpounded by the fact that there is

al so a general unawareness of what IPv6 is, also adds to the
chal | enges faced by operators. It is also inportant to note that
6tod is present in much of the equi pnent found in networks today that
do not as of yet, or will not, support 6RD and/or native |Pv6.

Qperators may still be notivated to provide a form of |Pv6
connectivity to custoners and would want to nmitigate potential issues
related to | Pv6-only depl oynents el sewhere on the Internet.

perators also need to nitigate issues related to the fact that 6to4
operation is often on by default, and nay be subject to erroneous
behavi or. The undesired behavior may be related to the use of

non- RFC1918 addresses on CPE equi pnent that operate behind | arge
operator NATs or other conditions as described in a general advisory
as laid out in [ RFC6343].

6t 04- PMI al |l ows an operator to help nitigate such chall enges by

| everagi ng the existing 6to4 depl oyment base, while naintaining
operator control of access to the IPv6 Internet. It is intended for
use when better options, such as 6RD or native |IPv6, are not yet

vi abl e. One of the key objectives of 6to4-PMI is to also help
reverse the negative inpacts of 6tod4 in CGN environments. The

6t 04- PMI' operation can al so be used i Mmediately with the default
paranmeters that are often enough to allowit to operate in a 6to4-PMI
environnent. Once native IPv6 is available to the endpoint, the

6t 04- PMT operation is no | onger needed and will cease to be used
based on correct address sel ection behaviors in end hosts [ RFC6724].

6t 04- PMI t hus hel ps operators renove the inmpact of 6to4 in CGN
environnents, deals with the fact that 6to4 is often on by default,
and allows access to I Pv6-only endpoints fromlPv4-only addressed
equi pnment. Additionally, it provides relief frommany chall enges
related to ms-configurations in other networks that control return
flows via foreign relays. Due to the sinple nature of 6to4-PMI, it
can also be inplenmented in a cost-effective and sinple nmanner

al l owi ng operators to concentrate their energy on depl oying native
| Pv6.
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3. 6to4 Provider Managed Tunnel s
3.1. 6to4 Provider Managed Tunnel Mbode

The 6t 04 managed tunnel nodel behaves |ike a standard 6to4 service
bet ween the customer | Pv6 host or gateway, and the 6t o4-PMI Rel ay
(within the provider domain). The 6to4-PMI Rel ay shares properties
with 6RD [ RFC5969] by decapsul ati ng and forwardi ng encapsul ated | Pv6
flows within an | Pv4 packet to the IPv6 Internet. The nodel provides
an additional function that translates the source 6to4 prefix to a
provi der-assigned prefix that is not found in 6RD [ RFC5969] or
traditional 6to4 operation

The 6to4-PMI Relay is intended to provide a stateless (or stateful)
mappi ng of the 6to4 prefix to a provider supplied prefix.

| 6to4-PMI Operation

+o---- + 6t o4 Tunnel +-------- + - + | Pv6 +----+

| CPE |------------- | 6to4 BR |--| PT66 |--------- | Host |

F--- - + | Pv4 R + oo + Provider +----+
Net wor k Prefix

Unified or Separate
Functi ons/ Pl at f or s

Figure 1. 6to4-PMI Functional Mode

Thi s node of operation is seen as beneficial when conpared to broken
6t 04 pat hs and/ or environnents where 6to4 operation may be functiona
but highly degraded.

3.2. Traffic Flow

Traffic in the 6to4-PMI nodel is intended to be controlled by the
operator’s | Pv6 peering operations. Egress traffic is managed
through outgoing routing policy, and incomng traffic is influenced
by the operator-assigned prefix advertisenents using nornal

i nterdormain routing functions.

The routing nodel is as predictable as native IPv6 traffic and | egacy
| Pv4-based traffic. Figure 2 provides a view of the routing topol ogy
needed to support this relay environnent. The di agramreferences
PrefixA as 2002::/16 and PrefixB as the exanpl e 2001: db8: :/ 32.
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| 6to4 IPv4 Path | Native | Pv6 Path |
/[ 1Pv4d Net \ [ 1Pv6 Net \ [/ IPv6 Internet \
[ + B R + B + B R +
| CPE | PrefixA |6to4-PMI| PrefixB | Peering| | 1 Pv6 HOST|
Ho- - - - + E - + E + S +
\ / \ I\ /
| Pv4 6t 04 | Pv6 Provider | Pv6 Prefix
Anycast Prefix Pr opagati on

Figure 2: 6to4-PMI Fl ow Mode

Traffic between two 6t o4-enabl ed devices woul d use the I Pv4 path for
conmuni cati on according to [ RFC3056] unless the local host stil
prefers traffic via a relay. 6to4-PMI is intended to be deployed in
conjunction with the 6tod4 relay function in an attenpt to help
simplify its deploynent. The nbdel can al so provide the ability for
an operator to forward both 6to4-PMI (translated) and nornmal 6to4
flows (untranslated) sinultaneously based on configured policy.

3.3. Prefix Translation

| Pv6 Prefix Translation is a key part of the systemas a whole. The
6t 04- PMI framework is a conbination of two concepts: 6to4 [ RFC3056]
and I Pv6 Prefix Translation. [|Pv6 Prefix Translation, as used in

6t 04- PMI, has sonme similarities to concepts discussed in [RFC6296].
6t 04- PMI' woul d provide prefix translation based on specific rules
configured on the translator that maps the 6to4 2002::/16 prefix to
an appropriate provider assigned prefix. |In nost cases, a ::/32
prefix would work best in 6to4-PMI that natches commopn Regi ona
Internet Registry (RIR) prefix assignnents to operators.

The provider can use any prefix mapping strategy they so choose, but
the sinpler the better. Sinple direct bitnapping can be used, or
nore advanced forms of translation should the operator want to

achi eve hi gher address conpression. Mre advanced fornms of
translation may require the use of stateful translation

Figure 3 shows a 6to4 Prefix with a Subnet-1D of "0000" mapped to a
provi der-assi gned, globally unique prefix (2001:db8::/32). Wth this
sinmple formof translation, there is support for only one Subnet-ID
per provider-assigned prefix. In characterization of deployed OSs
and gateways, a Subnet-1D of "0000" is the nbpst common default case
foll owed by Subnet-1D "0001". Use of the Subnet-ID can be referenced
in [RFC4291]. It should be noted that in normal 6to4 operation, the
endpoi nt (network) has access to 65,536 (16-bits) Subnet IDs. |In the
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6t 04- PMT case as descri bed above using the mapping in Figure 3, al
but the one Subnet-1D used for 6to4-PMI would still operate under
normal 6t 04 operation

Pre- Rel ayed Packet [Provider Access Network Side]

0 16 32 48 64 80 96 112 128 Bits

R I Il e I T R I
2002 : 0C98 : 2C01 : 0000 : XXXX : XXXX @ XXXX @ XXXX

2001 : 0db8 : 0c98 : 2c01 : XXXX : XXXX I XXXX I XXXX

Post - Rel ayed Packet [Internet Side]
Fi gure 3: 6to4-PMI Prefix Mapping
3.4. Translation State

It is preferred that the overall systemuse determnistic prefix
transl ati on mappi ngs such that statel ess operation can be

i mpl enented. This allows the provider to place N nunber of relays
within the network without the need to nanage translation state.
Determi nistic translation also allows a customer to enploy inward
services using the translated (provider prefix) address.

If stateful operation is chosen, the operator would need to validate
state and routing requirenments particular to that type of deploynent.
The full body of considerations for this type of deploynment is not
within this scope of this document.

4. Depl oynent Consi derations and Requirenents
4.1. Customer Opt-Cut

A provider enabling this function should offer a method to all ow
customers to opt-out of such a service should the custonmer choose to
mai ntai n normal 6to4 operation irrespective of degraded perfornmance.
In cases where the custonmer is behind a CGN device, the custoner
woul d not be advised to opt-out and can be assisted in turning off
6t 04.
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Since the 6to4-PMI systemis targeted at custoners who are relatively
unaware of |1Pv6 and | Pv4, and normally run network equi pnment with a
default configuration, an opt-out strategy is recommended. This

met hod provi des 6t o04- PMI operation for non-1Pv6 savvy customers whose
equi pment may turn on 6to4 automatically and all ows savvy custoners
to easily configure their way around the 6to4-PMI function

Capabl e custoners can al so di sabl e anycast-based 6to4 entirely and
use traditional 6to4 or other tunneling mechanisnms if they are so
inclined. This is not considered the normal case, and npbst endpoints
with auto-6to4 functions will be subject to 6to4-PMI operation since
nost users are unaware of its existence. 6to4-PMI is targeted as an
option for stable IPv6 connectivity for average consumers.

4.2. Shared CGN Space Consi derations

6t 04- PMI' operation can al so be used to mtigate a known problemwth
6t 04 occurring when shared address space [ RFC6598] or d obal Unicast
Addresses (GQUA) are used behind a CGN and not routed on the Internet.
Non- RFC1918, yet unrouted (on interdomain |inks) address space woul d
cause many depl oyed OSs and network equi pnent to potentially

aut o- enabl e 6t o4 operation even without a valid return path (such as
behind a CGN function). The operator’s desire to use non-RFC1918
addresses, such as shared address space [ RFC6598], is considered
highly likely based on real world depl oynents.

Such hosts, in normal cases, would send 6to4 traffic to the |Pv6
Internet via the anycast relay, which would in fact provide broken

| Pv6 connectivity, since the return path flowis built using an |IPv4
address that is not routed or assigned to the source network. The
use of 6to4-PMI woul d hel p reverse these effects by translating the
6to4 prefix to a provider-assigned prefix, masking this automatic and
undesi red behavi or

4.3. End-to-End Transparency

The 6t o4- PMI node of operation renpoves the traditional end-to-end
transparency of 6to4. Renote hosts would connect to a 6to4- PMI-
serviced host using a translated | Pv6 address versus the origina

6t 04 address based on the 2002::/16 well-known prefix. This can be
seen as a di sadvantage of the 6to4-PMI system This |ack of
transparency should also be contrasted with the nornmal operating
state of 6to4 that provides connectivity that is uncontrolled and
often prone to high latency. The |ack of transparency is, however, a
better form of operation when extreme poor perfornmance, broken |Pv6
connectivity, or no I Pv6 connectivity is considered as the
alternative
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4.4. Path MIU Di scovery Consi derations

The MIU wi Il be subject to a reduced value due to standard 6t o4
tunnel i ng operation. Under normal 6to4 operation, the 6to4 service
agent woul d send an | CVMP Packet Too Big Message as part of Path MIuU
di scovery as described in [RFC4443] and [ RFC1981], respectively. In
6t 04- PMT operation, the PMI Service agent should be aware of the
reduced 6to4 MIU and send | CMP nessages using the transl ated address
accordi ngly.

It is also possible to pre-constrain the MU at the upstreamrouter
fromthe 6to4-PMI service agents that would then have the upstream
router send the appropriate | CMP Packet Too Bi g Messages.

4.5. Checksum Managenent

Checksum managenent for 6to4-PMI can be inplenented in one of two
ways. The first deployment nodel is based on the statel ess 6to4-PMI
operational node. |In this case, checksum nodifications are nmade
using the nethod described in [ RFC3022], Section 4.2. The checksum
is modified to match the paranmeters of the translated address of the
source 6to4-PMI host. |In the second depl oynent nodel in which
stateful 6to4-PMI translation is used, the vendor can inpl enent
checksum neutral mappi ngs as defined in [ RFC6296] .

4.6. Application Layer Cateways

Vendors can choose to depl oy Application Layer Gateways (ALGs) on
their platforns that perform 6to4-PMI if they so choose. No ALGs
were depl oyed as part of the open source and vendor product

depl oyments of 6to4-PMI. In the vendor depl oynent case, the sane
rules were used as with their NPTv6 [ RFC6296] base code.

4.7. Routing Requirenents

The provider would need to advertise the well-known | P address range
used for normal anycast 6to4 [ RFC3068] operation within the |oca

| Pv4 routing environnent. This advertisenent would attract the 6to4
upstreamtraffic to a local relay. To control this environment and
make sure all northbound traffic lands on a provider-controlled

relay, the operator may filter the anycast range from being
advertised from custoner endpoints toward the |ocal network (upstream
propagati on).

The provider would not be able to control route advertisenents inside
the customer domain, but that use case is not in scope for this
docunent. In that case, it is likely that the end network/custoner
understands 6to4 and is mmintaining their own relay environment and
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therefore would not be subject to the operators 6to4 and/ or PMI
operation.

Wthin their own network, the provider would also likely want to
advertise the 2002::/16 range to help bridge traditional 6to4 traffic
within the network (native IPv6 to 6to4- PMI-based endpoint). It
woul d al so be advised that the | ocal 6to4-PMI operator not |eak the
wel | - known 6t 04 anycast | Pv4 prefix to nei ghboring Autononous Systens
to prevent PMI operation for neighboring networks. Policy
configuration on the | ocal 6to4-PMI Relay can al so be used to

di sal | ow PMI operation should the | ocal provider service downstream
cust oner networks.

4.8. Relay Depl oynents

The 6t o04-PMI function can be depl oyed onto existing 6tod4 relays (if
desired) to help mnimze network conplexity and cost. 6to4-PMI has
al ready been devel oped on Linux-based platfornms that are package
add-ons to the traditional 6to4 code. The only additiona

consi derati ons beyond nornal 6to4 relay operation would include the
need to route specific I Pv6 provider prefix ranges used for 6to4-PMI
operation towards peers and transit providers.

5. Security Considerations

6t 04- PMT operation woul d be subject to the same security concerns as
normal 6t 04 operation as described in [RFC6169]. 6to4-PMI is also
not plainly perceptible by external hosts, and local entities appear
as native IPv6 hosts to the external hosts.
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