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Oper ational Nei ghbor Di scovery Probl ens
Abst r act

In | Pv4, subnets are generally small, made just |arge enough to cover
the actual nunber of nachines on the subnet. |In contrast, the
default 1Pv6 subnet size is a /64, a nunber so large it covers
trillions of addresses, the overwhel mi ng nunber of which will be
unassi gned. Consequently, sinplistic inplenmentations of Neighbor

Di scovery (ND) can be vulnerable to deliberate or accidental denia

of service (DoS), whereby they attenpt to perform address resol ution
for |arge nunmbers of unassigned addresses. Such deni al -of -service
attacks can be launched intentionally (by an attacker) or result from
legitimate operational tools or accident conditions. As a result of
these vulnerabilities, new devices may not be able to "join" a
network, it nmay be inpossible to establish new IPv6 flows, and
existing IPv6 transported flows may be interrupted.

Thi s docunent describes the potential for DoS in detail and suggests
possi bl e inplenentation i nprovenents as well as operationa
mtigation techniques that can, in sonme cases, be used to protect
against or at least alleviate the inpact of such attacks.

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for infornmational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(ITETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candidate for any |level of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this document, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc6583.
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1. Introduction

Thi s docunent describes inplenmentation issues with IPv6’s Nei ghbor

Di scovery protocol that can result in vulnerabilities when a network
is scanned, either by an intruder or through the use of scanning
tools that performnetwork inventory, security audits, etc. (e.g.
“nmap") .

Thi s docunent describes the problemin detail, suggests possible
i mpl enentati on i nprovenents, as well as operational mtigation
techni ques, that can, in some cases, protect against such attacks.

The RFCs generally describe the behavior of protocols, that is,

"what" is to be done by a protocol, but not exactly "how' it is to be
i mpl enented. The exact details of how best to inplenent a protoco
wi Il depend on the overall hardware and software architecture of a
particul ar device. The actual "how' decisions are (correctly) left
in the hands of inplenentors, so long as inplenentation differences
wi Il generally produce proper on-the-w re behavior

Wil e reading this docurment, it is inmportant to keep in mind that
di scussi ons of how things have been i npl enented beyond basic
conpliance with the specification is not within the scope of the
Nei ghbor Di scovery RFCs.

1.1. Applicability

This docunent is primarily intended for operators of |IPV6 networks
and i mpl enentors of [RFC4861]. The docunent provides sone
operational considerations as well as recommendations to increase the
resilience of the Nei ghbor Discovery protocol

2. The Problem

In I Pv4, subnets are generally small, made just |arge enough to cover
the actual nunber of nachines on the subnet. For exanple, an |Pv4
/20 contains only 4096 address. |n contrast, the default |1Pv6 subnet
size is a /64, a nunber so large it covers literally billions of
billions of addresses, the overwhelming mgjority of which will be
unassi gned. Consequently, sinplistic inplenmentations of Neighbor

Di scovery may fail to performas desired when they perform address
resol ution of |arge nunbers of unassigned addresses. Such failures
can be triggered either intentionally by an attacker |aunching a

deni al -of -service attack (DoS) [RFC4732] to exploit this

vul nerability or unintentionally due to the use of legitimte
operational tools that scan networks for inventory and ot her
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purposes. As a result of these failures, new devices may not be able
to "join" a network, it nay be inpossible to establish new | Pv6
flows, and existing |Pv6 transport flows may be interrupted.

Net wor k scans attenpt to find and probe devices on a network.
Typically, scans are perforned on a range of target addresses, or al
the addresses on a particular subnet. When such probes are directed
via a router, and the target addresses are on a directly attached
network, the router will attenpt to perform address resolution on a
| arge nunber of destinations (i.e., sonme fraction of the 2764
addresses on the subnet). The router’s process of testing for the
(non) exi stence of neighbors can induce a denial -of-service condition
where the nunber of necessary Nei ghbor Di scovery requests overwhel ns
the inplementation’s capacity to process them exhausts avail abl e
menory and repl aces existing in-use mappings with inconplete entries
that will never be conpleted. A directed DoS attack may seek to
intentionally create simlar conditions to those created
unintentionally by a network scan. The resulting network disruption
may i npact existing traffic, and devices that join the network may
find that address resolution attenpts fail. The DoS as a consequence
of network scanning was previously described in [ RFC5157].

In order to mtigate risk associated with this DoS threat, sone
router inplenmentations have taken steps to rate-limt the processing
rate of Neighbor Solicitations (NS). While these mtigations do
hel p, they do not fully address the issue and may introduce their own
set of issues to the Nei ghbor D scovery process.

3. Term nol ogy

Address Resolution: Address resolution is the process through which
a node determi nes the |ink-Iayer address of a neighbor given only
its IP address. In IPv6, address resolution is perforned as part
of Nei ghbor Di scovery [ RFC4861], Section 7.2.

Forwardi ng Pl ane: The part of a router responsible for forwarding
packets. In higher-end routers, the forwarding plane is typically
i mpl emented in specialized hardware optinized for perfornmance.
Steps in the forwarding process include determning the correct
outgoing interface for a packet, decrenenting its Time To Live
(TTL), verifying and updating the checksum placing the correct
i nk-1ayer header on the packet, and forwarding it.

Control Plane: The part of the router inplenentation that naintains
the data structures that determni ne where packets shoul d be
forwarded. The control plane is typically inplenented as a
"slower" software process running on a general purpose processor
and is responsible for such functions as comruni cati ng network
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4.

status changes via routing protocols, nmaintaining the forwarding
tabl e, perform ng managenent, and resolving the correct |ink-Iayer
address for adjacent neighbors. The control plane "controls" the
forwardi ng plane by progranming it with the information needed for
packet forwarding.

&

i ghbor Cache: As described in [ RFC4861], the data structure that
hol ds the cache of (anbngst other things) |IP address to |ink-Iayer
address mappi ngs for connected nodes. As the information in the
Nei ghbor Cache is needed by the forwarding plane every tine it
forwards a packet, it is usually inplenmented in an Application-
specific Integrated Crcuit (ASIC

&

i ghbor Di scovery Process: The Nei ghbor Discovery Process (NDP) is
that part of the control plane that inplenments the Nei ghbor

Di scovery protocol. NDP is responsible for perfornm ng address
resol uti on and maintai ning the Nei ghbor Cache. Wen forwarding
packets, the forwardi ng pl ane accesses entries wi thin the Nei ghbor
Cache. Wien the forwardi ng pl ane processes a packet for which the
correspondi ng Nei ghbor Cache Entry (NCE) is nissing or inconplete,
it notifies NDP to take appropriate action (typically via a shared
gqueue). NDP picks up requests fromthe shared queue and performs
any necessary discovery action. In many inplenentations, the NDP
is also responsible for responding to router solicitation
nessages, Nei ghbor Unreachability Detection (NUD), etc.

Backgr ound

Modern router architectures separate the forwardi ng of packets
(forwardi ng pl ane) fromthe decisions needed to deci de where the
packets should go (control plane). In order to deal with the high
nunber of packets per second, the forwarding plane is generally

i mpl enented in hardware and is highly optinized for the task of
forwardi ng packets. In contrast, the NDP control plane is nostly
i mpl enented in software processes running on a general purpose
processor.

When a router needs to forward an | P packet, the forwarding plane

| ogic perforns the |ongest nmatch | ookup to deternine where to send
the packet and what outgoing interface to use. To deliver the packet
to an adj acent node, the forwarding plane encapsul ates the packet in
a link-layer frame (which contains a header with the |ink-Iayer
destinati on address). The forwardi ng plane | ogi c checks the Nei ghbor
Cache to see if it already has a suitable |ink-Iayer destination, and
if not, places the request for the required information into a queue,
and signals the control plane (i.e., NDP) that it needs the |ink-

| ayer address resol ved.
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In order to protect NDP specifically and the control plane generally
from bei ng overwhel ned with these requests, appropriate steps nust be
taken. For exanple, the size and fill rate of the queue m ght be
[imted. NDP running in the control plane of the router dequeues
requests and perfornms the address resol ution function (by performng
a nei ghbor solicitation and listening for a nei ghbor advertisenent).
This process is usually also responsible for other activities needed
to maintain link-1ayer information, such as Nei ghbor Unreachability
Det ection (NUD).

By sendi ng appropriate packets to addresses on a given subnet, an
attacker can cause the router to queue attenpts to resolve so many
addresses that it crowds out attenpts to resolve "legitimte"
addresses (and in many cases becones unable to perform nmai nt enance of
existing entries in the Nei ghbor Cache, and unable to answer Nei ghbor
Solicitation). This condition can result in the inability to resolve
new nei ghbors and | oss of reachability to neighbors with existing
NCEs. During testing, it was concluded that four sinultaneous nmap
sessions froma | owend computer were sufficient to make a router’s
Nei ghbor Di scovery process unusable; therefore, forwarding becane
unavail abl e to the destinati on subnets.

The failure to maintain proper NDP behavior whilst under attack has
been observed across nultiple platforns and i npl enentati ons,
including the largest nodern router platforns available (at the

i nception of work on this docunent).

5. Nei ghbor Discovery Overview

When a packet arrives at (or is generated by) a router for a
destination on an attached link, the router needs to determne the
correct link-layer address to use in the destination field of the
Layer 2 encapsul ation. The router checks the Nei ghbor Cache for an
exi sting Nei ghbor Cache Entry for the neighbor, and if none exists,
i nvokes the address resolution portions of the IPv6 Nei ghbor

Di scovery [ RFC4861] protocol to determne the |ink-layer address of
t he nei ghbor.

[ RFC4861], Section 5.2, outlines how this process works. A very

hi gh-1 evel sunmary is that the device creates a new Nei ghbor Cache
Entry for the neighbor, sets the state to | NCOWLETE, queues the
packet, and initiates the actual address resolution process. The
devi ce then sends out one or nore Neighbor Solicitations, and when it
recei ves a correspondi ng Nei ghbor Advertisenent, conpletes the

Nei ghbor Cache Entry and sends the queued packet.
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6.

6.

6.

Qperational Mtigation Options

This section provides sone feasible mitigation options that can be
enpl oyed today by network operators in order to protect network
avail ability while vendors inplenment nore effective protection

neasures. It can be stated that sone of these options are "kludges",
and can be operationally difficult to nanage. They are presented, as
they represent options we currently have. It is each operator’s

responsibility to evaluate and understand the inpact of changes to
their network due to these neasures.

1. Filtering of Unused Address Space

The DoS condition is induced by naking a router try to resolve
addresses on the subnet at a high rate. By carefully addressing
machines into a small portion of a subnet (such as the | owest
nunbered addresses), it is possible to filter access to addresses not
in that assigned portion of address space using Access Control Lists
(ACLs), or by null routing, features which are avail abl e on nopst
existing platforms. This will prevent the attacker from making the
router attenpt to resolve unused addresses. For exanple, if there
are only 50 hosts connected to an interface, you may be able to
filter any address above the first 64 addresses of that subnet by
null -routing the subnet carrying a nore specific /122 route or by
appl ying ACLs on the WAN |ink to prevent the attack traffic reaching
t he vul nerabl e devi ce.

As nentioned at the beginning of this section, it is fully understood
that this is ugly (and difficult to manage); but failing other
options, it nmay be a useful technique especially when responding to
an attack.

This solution requires that the hosts be statically or statefully
addressed (as is often done in a datacenter), and they may not
interact well with networks using [ RFC4862].

2. Mniml Subnet Sizing

By sizing subnets to reflect the nunber of addresses actually in use,
the probl em can be avoi ded. For exanple, [RFC6164] recomends sizing
the subnets for inter-router links so they only have two addresses (a
/127). It is worth noting that this practice is common in |Pv4d
networks, in part to protect against the harnful effects of Address
Resol uti on Protocol (ARP) request flooding.

Subnet prefixes longer than a /64 are not able to use statel ess auto-
configuration [ RFC4862], so this approach is not suitable for use
with hosts that are not statically configured.
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6.3. Routing Mtigation

One very effective technique is to route the subnet to a discard
interface (nmost nodern router platfornms can discard traffic in
hardware / the forwardi ng plane) and then have individual hosts
announce routes for their I P addresses into the network (or use sone
nethod to inject much nore specific addresses into the local routing
donmain). For exanple, the network 2001: db8:1:2:3::/64 could be
routed to a discard interface on "border" routers, and then

i ndi vi dual hosts coul d announce 2001: db8:1:2:3::10/128, 2001:db8: 1: 2:
3::66/128 into the IG. This is typically done by having the IP
address bound to a virtual interface on the host (for exanple, the

| oopback interface), enabling IP forwarding on the host and having it
run a routing daenmon. For obvi ous reasons, host participation in the
| GP makes many operators unconfortable, but it can be a very powerful
technique if used in a disciplined and controlled manner. One nethod
to hel p address these concerns is to have the hosts participate in a
different 1GP (or difference instance of the sanme | GP) and carefully
redistribute into the main I GP

6.4. Tuning of the NDP Queue Rate Linit

Many i nmpl enentati ons provide a neans to control the rate of
resol uti on of unknown addresses. By tuning this rate, it may be
possible to aneliorate the issue, as with nost tuning knobs
(especially those that deal with rate-limting), the attack may be
conpl eted nore quickly due to the | ower threshold. By excessively
lowering this rate, you may negatively inmpact how | ong the device
takes to | earn new addresses under normal conditions (for example,
after clearing the Nei ghbor Cache or when the router first boots).
Under attack conditions, you nay be unable to resolve "legitimte"
addresses sooner than if you had just left the paraneter untouched.

It is worth noting that this technique is worth investigating only if
the device has separate queues for resolution of unknown addresses
and the nmmi ntenance of existing entries.

7. Recommendations for |nplenmentors

Thi s section provides sone recommendations to inplenentors of |Pv6
Nei ghbor Di scovery.

At a high-level, inplenmentors should program defensively. That is,
they should assunme that attackers will attenpt to exploit

i mpl ement ati on weaknesses, and they should ensure that

i mpl enentati ons are robust to various attacks. |In the case of

Nei ghbor Di scovery, the foll ow ng general considerations apply:
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7.

Manage Resources Explicitly: Resources such as processor cycl es,
nmenory, etc., are never infinite, yet with |Pv6’s |arge subnets,
it is easy to cause NDP to generate | arge nunbers of address
resol uti on requests for nonexistent destinations. |nplenmentations
need to limt resources devoted to processi ng Nei ghbor Discovery
requests in a thoughtful manner.

Prioritize: Sone NDP requests are nore inportant than others. For
exanpl e, when resources are limted, responding to Nei ghbor
Solicitations for one’s own address is nore inportant than
initiating address resolution requests that create new entries.

Li kewi se, perform ng Nei ghbor Unreachability Detection, which by
definition is only invoked on destinations that are actively being
used, is nmore inportant than creating new entries for possibly

nonexi st ent nei ghbors.
Prioritize NDP Activities

Not all Nei ghbor Discovery activities are equally inportant.
Specifically, requests to performlarge nunbers of address
resol uti ons on non-existent Nei ghbor Cache Entries should not cone at
the expense of servicing requests related to keeping existing, in-use
entries properly up to date. Thus, inplenentations should divide
work activities into categories having different priorities. The
foll owi ng gives exanples of different activities and their inportance
in rough priority order. If inplenented, the operation and priority
of these shoul d be configurable by the operator.

1. It is critical to respond to Neighbor Solicitations for one’s own
address, especially for a router. Wether for address resol ution
or Nei ghbor Unreachability Detection, failure to respond to
Nei ghbor Solicitations results in imediate problenms. Failure to
respond to NS requests that are part of NUD can cause nei ghbors
to delete the NCE for that address and will result in follow up
NS messages using nulticast. Once an entry has been fl ushed,
existing traffic for destinations using that entry can no | onger
be forwarded until address resolution conpletes successfully. In
ot her words, not responding to NS nessages further increases the
NDP | oad and causes ongoi ng comuni cation to fail

2. It is critical to revalidate one’s own existing NCEs in need of
refresh. As part of NUD, NDis required to frequently revalidate
existing, in-use entries. Failure to do so can result in the
entry being discarded. For in-use entries, discarding the entry
will alnost certainly result in a subsequent request to perform
address resolution on the entry, but this time using multicast.
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As above, once the entry has been flushed, existing traffic for
destinations using that entry can no | onger be forwarded unti
address resolution conpl etes successfully.

3. To maintain the stability of the control plane, Neighbor
Di scovery activity related to traffic sourced by the router (as
opposed to traffic being forwarded by the router) should be given
high priority. Wenever network probl ens occur, debuggi ng and
maki ng ot her operational changes requires being able to query and
access the router. In addition, routing protocols dependent on
Nei ghbor Di scovery for connectivity may begin to react
(negatively) to perceived connectivity probl ens, causing
addi ti onal undesirable ripple effects.

4. Traffic to unknown addresses should be given | owest priority.
I ndeed, it may be useful to distinguish between "never seen"
addresses and those that have been seen before, but that do not
have a corresponding NCE. Specifically, the conceptua
processing algorithmin |IPv6 Neighbor Discovery [RFC4861] calls
for deleting NCEs under certain conditions. Rather than delete
them conpl etely, however, it mght be useful to at |east keep
track of the fact that an entry at one time existed, in order to
prioritize address resolution requests for such nei ghbors
conpared with nei ghbors that have never been seen bhefore.

7.2. Queue Tuning

On inplementations in which requests to NDP are submitted via a
singl e queue, router vendors should provide operators with neans to
control both the rate of |ink-layer address resol ution requests

pl aced into the queue and the size of the queue. This will allow
operators to tune Nei ghbor Discovery for their specific environnment.
The ability to set, or have per-interface or per-prefix queue linmits
at a rate below that of the global queue limt mght restrict the
damage to the Nei ghbor Discovery processing to the network targeted
by the attack.

Setting those values nust be a very careful balancing act -- the
lower the rate of entry into the queue, the less |load there will be
on the ND process; however, it will take the router longer to learn
legitimate destinations as a result. |In a datacenter with 6,000
hosts attached to a single router, setting that value to be under
1000 woul d nmean that resolving all of the addresses froman initia
state (or sonmething that invalidates the address cache, such as a
Spanni ng Tree Protocol (STP) Topol ogy Change Notification (TCN)) may
take over 6 seconds. Sinmlarly, the |ower the size of the queue, the
hi gher the likelihood of an attack being able to knock out legitinmate
traffic (but less nenory utilization on the router).
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8. Security Considerations

Thi s docunent outlines mitigation options that operators can use to

protect themnmselves from denial -of-service attacks. |nplenentation
advice to router vendors ainmed at aneliorating known problens carries
the risk of previously unforeseen consequences. It is not believed

that these nitigation techniques or the inplenentation of finer-
grai ned queuing of NDP activity create additional security risks or
DoS exposure.
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