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Abst r act

Thi s docunent anal yzes how current TCP inpl enmentati ons process TCP
urgent indications and how the behavi or of sonme w dely depl oyed

m ddl eboxes affects how end systens process urgent indications. This
docunent updates the rel evant specifications such that they
accommodat e current practice in processing TCP urgent indications,

rai ses awareness about the reliability of TCP urgent indications in
the Internet, and recomrends agai nst the use of urgent indications
(but provides advice to applications that do).
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2.

2.

| ntroducti on

Thi s docunent anal yzes how sonme current TCP inpl ementations process
TCP urgent indications, and how the behavi or of sone w dely depl oyed
m ddl eboxes affects the processing of urgent indications by hosts.
Thi s docunent updates RFC 793 [ RFC0793], RFC 1011 [ RFC1011], and RFC
1122 [ RFC1122] such that they acconmpbdate current practice in
processing TCP urgent indications. It also provides advice to
applications using the urgent nechani smand rai ses awareness about
the reliability of TCP urgent indications in the current Internet.

G ven the above issues and potential interoperability issues with
respect to the currently common default node operation, it is
strongly recommended that applications do not enpl oy urgent

i ndi cations. Nevertheless, urgent indications are still retained as
a mandatory part of the TCP protocol to support the few | egacy
applications that enploy them However, it is expected that even
these applications will have difficulties in environnents wth

m ddl eboxes.

Section 2 describes what the current | ETF specifications state with
respect to TCP urgent indications. Section 3 describes how current
TCP i npl enentati ons actually process TCP urgent indications. Section
4 updates RFC 793 [ RFC0793], RFC 1011 [ RFC1011], and RFC 1122

[ RFC1122], such that they accommbdate current practice in processing
TCP urgent indications. Section 5 provides advice to new
applications enploying TCP, with respect to the TCP urgent nechani sm
Section 6 provides advice to existing applications that use or rely
on the TCP urgent nechani sm

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [ RFC2119].

Speci fication of the TCP Urgent Mechani sm
1. Semantics of Urgent Indications

TCP inpl ements an "urgent nechanisni that allows the sending user to
stimul ate the receiving user to accept sonme "urgent data" and that
permts the receiving TCP to indicate to the receiving user when al
the currently known "urgent data" have been read.

The TCP urgent mechanismpernits a point in the data streamto be
designated as the end of urgent information. Wenever this point is
i n advance of the receive sequence nunmber (RCV.NXT) at the receiving
TCP, that TCP nust tell the user to go into "urgent node"; when the
recei ve sequence nunber catches up to the urgent pointer, the TCP
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nmust tell user to go into "normal node" [RFCO793]. This neans, for
exanpl e, that data that was received as "nornal data" m ght becone
"urgent data" if an urgent indication is received in some successive
TCP segment before that data is consuned by the TCP user.

The URG control flag indicates that the "Urgent Pointer" field is
nmeani ngf ul and nust be added to the segnent sequence nunber to yield
the urgent pointer. The absence of this flag indicates that there is
no "urgent data" outstanding [ RFC0793].

The TCP urgent mechanismis NOT a mechani smfor sending "out-of-band"
data: the so-called "urgent data" should be delivered "in-line" to
the TCP user.

2.2. Semantics of the Urgent Pointer

There is sone anmbiguity in RFC 793 [ RFCO793] with respect to the
semantics of the Urgent Pointer. Section 3.1 (page 17) of RFC 793
[ RFCO793] states that the Urgent Pointer "communicates the current
val ue of the urgent pointer as a positive offset fromthe sequence
nunber in this segnent. The urgent pointer points to the sequence
nunber of the octet followi ng the urgent data. This field is only be
interpreted in segnents with the URG control bit set" (sic).
However, Section 3.9 (page 56) of RFC 793 [RFC0793] states, when
descri bing the processing of the SEND call in the ESTABLI SHED and
CLOSE-WAIT states, that "If the urgent flag is set, then SND. UP <-
SND. NXT-1 and set the urgent pointer in the outgoing segments"”.

RFC 1011 [RFC1011] clarified this anmbiguity in RFC 793 stating that
"Page 17 is wong. The urgent pointer points to the |last octet of
urgent data (not to the first octet of non-urgent data)". RFC 1122
[ RFC1122] fornally updated RFC 793 by stating, in Section 4.2.2.4
(page 84), that "the urgent pointer points to the sequence nunber of
the LAST octet (not LAST+1) in a sequence of urgent data".

2.3. Alowed Length of "Urgent Data"

RFC 793 [ RFCO793] allows TCP peers to send "urgent data" of any

l ength, as the TCP urgent nechani smsinply provides a pointer to an
interesting point in the data stream In this respect, Section
4.2.2.4 (page 84) of RFC 1122 [RFC1122] explicitly states that "A TCP
MUST support a sequence of urgent data of any |ength".
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3. Current Inplenentation Practice of the TCP Urgent Mechani sm
3.1. Semantics of Urgent |ndications

As discussed in Section 2, the TCP urgent nechanismsinply permts a
point in the data streamto be designated as the end of urgent

i nfornmati on but does NOT provide a mechani smfor sending "out-of-
band" dat a.

Unfortunately, virtually all TCP inplenmentations process TCP urgent
indications differently. By default, the | ast byte of "urgent data"
is delivered "out of band" to the application. That is, it is not
delivered as part of the nornal data stream [UNPv1l]. For exanpl e,
the "out-of-band" byte is read by an application when a recv(2)
systemcall with the MSG OOB flag set is issued.

Most i nmpl enent ati ons provide a socket option (SO _OOBINLINE) that

all ows an application to override the (broken) default processing of
urgent indications, so that "urgent data" is delivered "in line" to
the application, thus providing the semantics intended by the | ETF
speci fications.

3.2. Semantics of the Urgent Pointer

Al the popular inplenentations that the authors of this docunent
have been able to test interpret the senmantics of the TCP Urgent
Pointer as specified in Section 3.1 of RFC 793. This nmeans that even
when RFC 1122 formally updated RFC 793 to clarify the anbiguity in
the semantics of the Urgent Pointer, this clarification was never
reflected in actual inplenmentations (i.e., virtually al

i mpl enentati ons default to the semantics of the urgent pointer
specified in Section 3.1 of RFC 793).

Sone operating systens provide a systemw de toggle to override this
behavi or and interpret the semantics of the Urgent Pointer as
clarified in RFC 1122. However, this systemw de toggle has been
found to be inconsistent. For exanple, Linux provides the sysctl
“"tcp_stdurg" (i.e., net.ipvd.tcp_stdurg) that, when set, supposedly
changes the system behavior to interpret the semantics of the TCP
Urgent Pointer as specified in RFC 1122. However, this sysctl changes
the semantics of the Urgent Pointer only for incomng segnments (i.e.
not for outgoing segnents). This neans that if this sysctl is set,
an application mght be unable to interoperate with itself if both
the TCP sender and the TCP receiver are running on the sane host.
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3.3. Allowed Length of "Urgent Data"

While Section 4.2.2.4 (page 84) of RFC 1122 explicitly states that "A
TCP MJUST support a sequence of urgent data of any length", in
practice, all those inplenmentations that interpret TCP urgent

i ndi cations as a mechani smfor sending "out-of-band" data keep a
buffer of a single byte for storing the "last byte of urgent data".
Thus, if successive indications of "urgent data" are received before
the application reads the pendi ng "out-of -band" byte, that pending
byte will be discarded (i.e., overwitten by the new byte of "urgent
data").

In order to avoid "urgent data" from being di scarded, sone

i mpl enent ati ons queue each of the received "urgent bytes", so that
even if another urgent indication is received before the pending
"urgent data" are consuned by the application, those bytes do not
need to be discarded. Sonme of these inplenentations have been known
to fail to enforce any limts on the anount of "urgent data" that
they queue; thus, they beconme vul nerable to trivial resource
exhaustion attacks [CPN - TCP].

It should be reinforced that the aforementioned inplenentations are
broken. The TCP urgent mechanismis not a mechani smfor delivering
“out - of - band" dat a.

3.4. Interaction of M ddl eboxes with TCP Urgent |ndications

As a result of the publication of Network Intrusion Detection System
(NI DS) evasion techniques based on TCP urgent indications [phrack],
sone m ddl eboxes clear the urgent indications by clearing the URG
flag and setting the Urgent Pointer to zero. This causes the "urgent
data" to becone "in line" (that is, accessible by the read(2) call or
the recv(2) call without the MSG OOB flag) in the case of those TCP

i npl enentations that interpret the TCP urgent mechanismas a facility
for delivering "out-of-band* data (as described in Section 3.1). An
exanpl e of such a mddlebox is the Cisco PIX firewall [C sco-PlX]
Thi s shoul d di scourage applications from dependi ng on urgent

i ndi cations for their correct operation, as urgent indications may
not be reliable in the current Internet.

4. Updating RFC 793, RFC 1011, and RFC 1122

Considering that as long as both the TCP sender and the TCP receiver
i mpl ement the sane semantics for the U gent Pointer there is no
functional difference in having the Urgent Pointer point to "the
sequence nunber of the octet follow ng the urgent data" vs. "the

| ast octet of urgent data", and that all known inplenentations
interpret the semantics of the Urgent Pointer as pointing to "the
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sequence nunber of the octet follow ng the urgent data", we hereby
updat e RFC 793 [ RFC0793], RFC 1011 [RFC1011], and RFC 1122 [ RFC1122]
such that "the urgent pointer points to the sequence number of the
octet follow ng the urgent data" (in segments with the URG contro
bit set), thus accommpdating virtually all existing TCP

i npl enent ati ons.

5. Advice to New Applications Enmpl oying TCP

As a result of the issues discussed in Section 3.2 and Section 3.4,
new appl i cati ons SHOULD NOT enpl oy the TCP urgent nechani sm
However, TCP inplenentations MJUST still include support for the
urgent nechani sm such that existing applications can still use it.

6. Advice to Applications That Make Use of the Urgent Mechani sm

Even t hough applications SHOULD NOT enpl oy the urgent nmechani sm
applications that still decide to enploy it MJST set the SO OOBI NLI NE
socket option, such that "urgent data" is delivered in line, as

i ntended by the | ETF specifications.

Additionally, applications that still decide to use the urgent
mechani sm need to be designed for correct operation even when the URG
flag is cleared by m ddl eboxes.

7. Security Considerations

Multiple factors can affect the data flow that is actually delivered
to an application when the TCP urgent mechanismis enpl oyed: for
exanpl e, the two possible interpretations of the semantics of the
Urgent Pointer in current inplenentations (e.g., depending on the
val ue of the tcp_stdurg sysctl), the possible inplenmentation of the
urgent nmechani smas an "out-of -band" (OOB) facility (versus "in-band"
as intended by the | ETF specifications), or mddl eboxes (such as
packet scrubbers) or the end-systens thensel ves that could cause the
"urgent data" to be processed "in line". This mght make it
difficult for a Network Intrusion Detection System (NIDS) to track
the application-layer data transferred to the destination system and
thus lead to fal se negatives or false positives in the N DS

[ CPNI - TCP] [ phrack].

Probably the best way to avoid the security inplications of TCP
"urgent data" is to avoid having applications use the TCP urgent
nmechani sm al t oget her. Packet scrubbers could probably be configured
to clear the URG bit and set the Urgent Pointer to zero. This would
basi cally cause the "urgent data" to be put "in line". However, this

CGont & Yourtchenko St andards Track [ Page 7]



RFC 6093 On the TCP Urgent Mechani sm January 2011

9.

9.

9.

m ght cause interoperability problens or undesired behavior in those
applications that rely on the TCP urgent nechani sm such as Tel net
[ RFC0854] and FTP [ RFC0959] .
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Appendi x A.  Survey of the Processing of TCP Urgent Indications by Sone
Popul ar TCP | npl emrent ati ons

A 1. FreeBSD

FreeBSD 8.0 [FreeBSD] interprets the senantics of the urgent pointer
as specified in Section 4 of this docunent. It does not provide any
sysctl to override this behavior

FreeBSD provi des the SO OOBI NLI NE socket option that, when set,
causes TCP "urgent data" to remain "in line". That is, it will be
accessible by the read(2) call or the recv(2) call without the
MSG OOB fl ag.

FreeBSD supports only one byte of "urgent data". That is, only the
byte preceding the Urgent Pointer is considered "urgent data".

A. 2. Linux

Li nux 2.6.15-53-386 [Linux] interprets the semantics of the urgent

poi nter as specified in Section 4 of this docunent. |t provides the
net.ipv4.tcp_stdurg sysctl to override this behavior to interpret the
Urgent Pointer as specified in RFC 1122 [RFC1122]. However, this
sysctl only affects the processing of incom ng segnents (the Urgent
Pointer in outgoing segnents will still be set as specified in
Section 4 of this docunent).

Li nux provides the SO OOBI NLI NE socket option that, when set, causes
TCP "urgent data" to remain "in line". That is, it wll be
accessible by the read(2) call or the recv(2) call without the

MSG OOB fl ag.

Li nux supports only one byte of "urgent data". That is, only the
byte preceding the Urgent Pointer is considered "urgent data".

A. 3. NetBSD

Net BSD 5.0.1 [NetBSD] interprets the senantics of the urgent pointer
as specified in Section 4 of this docunent. |t does not provide any
sysctl to override this behavior

Net BSD provi des the SO OOBI NLI NE socket option that, when set, causes
TCP "urgent data" to remamin "in line". That is, it will be
accessible by the read(2) call or the recv(2) call w thout the
M5G_OOB fl ag.

Net BSD supports only one byte of "urgent data". That is, only the
byte preceding the Ugent Pointer is considered "urgent data".
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A 4. OpenBSD

OpenBSD 4.2 [OpenBSD] interprets the semantics of the urgent pointer
as specified in Section 4 of this docunent. It does not provide any
sysctl to override this behavior

penBSD provi des the SO OOBI NLI NE socket option that, when set,
causes TCP "urgent data" to remain "in line". That is, it will be
accessible by the read(2) or recv(2) calls without the MSG OOB fl ag.

penBSD supports only one byte of "urgent data". That is, only the
byte preceding the Ugent Pointer is considered "urgent data".

A.5. Cisco | 0S software

Cisco I 0s Software Rel eases 12.2(18)SXF7, 12.4(15)T7 interpret the
semantics of the urgent pointer as specified in Section 4 of this
docunent .

The behavior is consistent with having the SO OOBI NLI NE socket option
turned on, i.e., the data is processed "in |line"

A.6. Mcrosoft Wndows 2000, Service Pack 4

M crosoft W ndows 2000 [ Wndows2000] interprets the semantics of the
urgent pointer as specified in Section 4 of this docunment. It

provi des the TcpUseRFC1122Ur gent Poi nter systemw de variable to
override this behavior, interpreting the Urgent Pointer as specified
in RFC 1122 [RFC1122].

Tests performed with a sanple server application conpiled using the
cygwi n environment has shown that the default behavior is to return
the "urgent data" "in line".

A.7. Mcrosoft Wndows 2008

M crosoft Wndows 2008 interprets the semantics of the urgent pointer
as specified in Section 4 of this docunent.

A.8. Mcrosoft Wndows 95

M crosoft Wndows 95 interprets the semantics of the urgent pointer
as specified in Section 4 of this docunent. |t provides the

BSDUr gent systemw de variable to override this behavior
interpreting the Urgent Pointer as specified in RFC 1122 [ RFC1122].
W ndows 95 supports only one byte of "urgent data". That is, only
the byte preceding the Urgent Pointer is considered "urgent data"

[ Wndows95] .

CGont & Yourtchenko St andards Track [ Page 11]



RFC 6093 On the TCP Urgent Mechani sm January 2011

Aut hors’ Addr esses

Fer nando Gont

Uni ver si dad Tecnol ogi ca Naci onal / Facultad Regi onal Haedo
Evaristo Carriego 2644

Haedo, Provincia de Buenos Aires 1706

Argentina

Phone: +54 11 4650 8472
EMai | : fernando@ont.com ar
URI : http://ww. gont.com ar

Andr ew Yourt chenko
Ci sco

De Kl eetlaan, 7

D egem B-1831
Bel gi um

Phone: +32 2 704 5494
EMai | : ayourtch@i sco. com

CGont & Yourtchenko St andards Track [ Page 12]






