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Abst r act

Thi s docunent specifies the requirenents for the managenent of
equi prent used in networks supporting an MPLS Transport Profile
(MPLS-TP). The requirenments are defined for specification of
net wor k managenent aspects of protocol nechani sns and procedures
that constitute the building bl ocks out of which the MPLS
Transport Profile is constructed. That is, these requirenments

i ndi cate what managenent capabilities need to be available in
MPLS for use in managi ng the MPLS-TP. This docunment is intended
to identify essential network managenent capabilities, not to
speci fy what functions any particular MPLS inpl enentation
supports.

Status of This Menp
This is an Internet Standards Track document.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by

the Internet Engineering Steering Goup (IESG. Further
information on Internet Standards is available in Section 2 of

RFC 5741.

I nformati on about the current status of this docunment, any

errata, and how to provi de feedback on it may be obtai ned at
http://ww.rfc-editor.org/info/rfc5951
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1. Introduction

Thi s docunent specifies the requirenents for the managenent of

equi prent used in networks supporting an MPLS Transport Profile
(MPLS-TP). The requirenents are defined for specification of network
managenent aspects of protocol nechani sns and procedures that
constitute the building blocks out of which the MPLS Transport
Profile is constructed. That is, these requirenents indicate what
managenment capabilities need to be available in MPLS for use in
managi ng the MPLS-TP. This docunment is intended to identify
essential network managenent capabilities, not to specify what
functions any particular MPLS inplenmentation supports.

Thi s docunent al so | everages managenent requirenments specified in
I TUT G 7710/Y.1701 [1] and RFC 4377 [2], and attenpts to conply with
the guidelines defined in RFC 5706 [15].

I TUT G 7710/ Y.1701 defines generic managenent requirenents for
transport networks. RFC 4377 specifies the operations and managenent
requi renents, including operations-and-nanagenent-rel ated network
managenment requirenents, for MPLS networks.

Thi s docunent is a product of a joint ITUT and | ETF effort to

i nclude an MPLS Transport Profile (MPLS-TP) within the | ETF MPLS and
Pseudowi re Emul ati on Edge-to- Edge (PWE3) architectures to support
capabilities and functionality of a transport network as defined by
the I TUT.

The requirenents in this docunent derive fromtwo sources:

1) MPLS and PWE3 architectures as defined by the | ETF, and

2) packet transport networks as defined by the ITUT.

Requi renments for managenent of equi pnent in MPLS-TP networks are
defined herein. Related functions of MPLS and PWE3 are defined

el sewhere (and are out of scope in this docunent).

Thi s docunent expands on the requirenments in ITUT G 7710/Y.1701 [1]
and RFC 4377 [2] to cover fault, configuration, perfornmance, and
security management for MPLS-TP networks, and the requirements for

obj ect and information nodel s needed to manage MPLS-TP networ ks and
net wor k el enents.

In witing this document, the authors assume the reader is famliar
with RFCs 5921 [8] and 5950 [9].
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1.1. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [5].

Al t hough this docunent is not a protocol specification, the use of
this language clarifies the instructions to protocol designers
produci ng sol utions that satisfy the requirenents set out in this
document .

Anomal y: The smal |l est di screpancy that can be observed between actua
and desired characteristics of an item The occurrence of a single
anonmal y does not constitute an interruption in ability to performa
required function. Anonalies are used as the input for the
Performance Monitoring (PM process and for detection of defects
(from[21], Section 3.7).

Conmuni cati on Channel (CCh): A logical channel between network

el ements (NES) that can be used (for exanple) for managenent or
control plane applications. The physical channel supporting the CCh
is technol ogy specific. See Appendix A

Dat a Communi cati on Network (DCN): A network that supports Layer 1
(physical layer), Layer 2 (data-link layer), and Layer 3 (network
| ayer) functionality for distributed nmanagenent conmuni cati ons
related to the nanagement plane, for distributed signaling
comuni cations related to the control plane, and other operations
conmuni cations (e.g., order-w re/voice conmunications, software
downl oads, etc.).

Def ect: The density of anonalies has reached a | evel where the
ability to performa required function has been interrupted. Defects
are used as input for performance nonitoring, the control of
consequent actions, and the determ nation of fault cause (from][21],
Section 3.24).

Failure: The fault cause persisted | ong enough to consider the
ability of an itemto performa required function to be term nated.
The item may be considered as failed; a fault has now been detected
(from[21], Section 3.25).

Fault: Afault is the inability of a function to performa required
action. This does not include an inability due to preventive

mai nt enance, |ack of external resources, or planned actions (from
[21], Section 3.26).
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Fault Cause: A single disturbance or fault may lead to the detection
of multiple defects. A fault cause is the result of a correlation
process that is intended to identify the defect that is
representative of the disturbance or fault that is causing the
problem (from[21], Section 3.27).

Fault Cause Indication (FCl): An indication of a fault cause.

Managenment Conmuni cation Channel (MCC): A CCh dedicated for
management pl ane comuni cati ons.

Managenent Conmuni cati on Network (MCN): A DCN supporting nmanagenent
pl ane communication is referred to as a Managenent Comuni cation

Net wor k (MCN) .

MPLS-TP NE: A network el ement (NE) that supports the functions of
MPLS necessary to participate in an MPLS-TP based transport service.
See RFC 5645 [7] for further information on functionality required to
support MPLS-TP.

MPLS- TP network: a network in which MPLS-TP NEs are depl oyed.

Qperations, Adm nistration and Mii ntenance (OAM), On-Demand and
Proactive: One feature of OAMthat is largely a nmanagenent issue is
control of OAM on-demand and proactive are nodes of QAM nechani sm
operation defined in (for exanple) Y.1731 ([22] - Sections 3.45 and
3.44, respectively) as:

0 On-demand OAM - OAM actions that are initiated via nmanua
intervention for a limted time to carry out diagnosti cs.
On-demand OAM can result in singular or periodic OAM acti ons
during the diagnostic tinme interval.

o Proactive OAM - OAM actions that are carried on continuously to
permt tinmely reporting of fault and/or performance status.

(Note that it is possible for specific OAM nechanisns to only have a
sensi bl e use in either on-demand or proactive node.)

Operations System (OS): A systemthat performs the functions that
support processing of information related to operations,

adm ni stration, nmaintenance, and provisioning (OAM&P) for the

net wor ks, including surveillance and testing functions to support
cust omer access mai nt enance.
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Si gnal i ng Communi cati on Channel (SCC): A CCh dedicated for contro
pl ane conmmuni cations. The SCC can be used for GVPLS/ ASON signaling
and/ or other control plane nessages (e.g., routing nessages).

Si gnal i ng Conmuni cati on Network (SCN): A DCN supporting control plane
conmuni cation is referred to as a Signaling Comruni cati on Network

(SCN) .
2. Managenent Interface Requirements

Thi s docunent does not specify a preferred managenent interface
protocol to be used as the standard protocol for nanagi ng MPLS-TP
networ ks. Managi ng an end-to-end connection across nultiple operator
donmai ns where one donain is nanaged (for exanple) via NETCONF [16] or
SNWP [17], and another dormain via CORBA [18], is all owed.

1) For the managenent interface to the nanagement system an MPLS-TP
NE MAY actively support nore than one managenent protocol in any
gi ven depl oynent.

For exanpl e, an operator can use one protocol for configuration of an
MPLS- TP NE and another for monitoring. The protocols to be supported
are at the discretion of the operator.

3. Managenent Conmmuni cation Channel (MCC) Requirenents

1) Specifications SHOULD define support for nanagenment connectivity
with remote MPLS-TP dommins and NEs, as well as with term nation
points located in NEs under the control of a third party network
operator. See ITUT G 8601 [23] for exanple scenarios in multi-
carrier, multi-transport technol ogy environnents.

2) For nmanagemnent purposes, every MPLS-TP NE MJUST connect to an OS
The connection MAY be direct (e.g., via a software, hardware, or
proprietary protocol connection) or indirect (via another MPLS-TP
NE). In this docunent, any nanagenent connection that is not via
another MPLS-TP NE is a direct managenent connection. Wen an
MPLS-TP NE is connected indirectly to an GS, an MCC MJST be
supported between that MPLS-TP NE and any MPLS-TP NE(s) used to
provi de the connection to an CS.

4. Managenent Conmuni cation Network (MCN) Requirenents

Entities of the MPLS-TP managenent plane communicate via a DCN, or
nore specifically via the MCN. The MCN connects nanagenent systens
wi th managenent systens, managenent systenms with MPLS-TP NEs, and (in
the indirect connectivity case discussed in section 3) MPLS-TP NEs
with MPLS-TP NEs.
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RFC 5586 [14] defines a Generic Associated Channel (G ACh) to enable
the realization of a comunication channel (CCh) between adjacent
MPLS- TP NEs for managenment and control. RFC 5718 [10] describes how
the G ACh can be used to provide infrastructure that forms part of
the MCN and SCN. It al so explains how MCN and SCN nmessages are
encapsul ated, carried on the G ACh, and decapsul ated for delivery to
nmanagenent or signaling/routing control plane components on a | abe
swi tching router (LSR)

Section 7 of ITUT G 7712/Y.1703 [6] describes the transport DCN
architecture and requirenments as foll ows:

1) The MPLS-TP MCN MUST support the requirenments for:
a) CCh access functions specified in Section 7.1.1;

b) MPLS-TP SCC data-link layer term nation functions specified in
Section 7.1.2.3;

c) MPLS-TP MCC data-link layer term nation functions specified in
Section 7.1.2. 4,

d) Network |layer PDU into CCh data-link franme encapsul ation
functions specified in Section 7.1.3;

e) Network layer PDU forwarding (Section 7.1.6), interworking
(Section 7.1.7), and encapsul ation (Section 7.1.8) functions,
as well as tunneling (Section 7.1.9) and routing (Section
7.1.10) functions.

As a practical matter, MCN connections will typically have addresses.
See the section on ldentifiers in RFC 5921 [8] for further
i nformati on.

In order to have the MCN operate properly, a nunber of nanagenent
functions for the MCN are needed, incl uding:

o0 Retrieval of DCN network paraneters to ensure conpatible
functioning, e.g., packet size, tineouts, quality of service,
w ndow si ze, etc.;

o Establishnent of nessage routing between DCN nodes;

o Managenent of DCN network addresses;

o Retrieval of operational status of the DCN at a gi ven node;
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5.

5.

0o Capability to enabl e/disable access by an NE to the DCN. Note
that this is to allowthe isolation of a malfunctioning NE to keep
it frominpacting the rest of the network.

Faul t Managenent Requirements

The Fault Managenent functions within an MPLS-TP NE enabl e the
supervision, detection, validation, isolation, correction, and
reporting of abnornal operation of the MPLS-TP network and its
envi ronnent .

1. Supervision Function

The supervision function anal yzes the actual occurrence of a

di sturbance or fault for the purpose of providing an appropriate
i ndi cati on of performance and/or detected fault condition to

mai nt enance personnel and operations systens.

1) The MPLS-TP NE MUST support supervision of the OAM nmechani sns that
are depl oyed for supporting the QAM requirenents defined in RFC
5860 [3].

2) The MPLS-TP NE MJST support the follow ng data-plane forwarding
pat h supervision functions:

a) Supervision of |oop-checking functions used to detect loops in
the dat a-pl ane forwardi ng path (which result in non-delivery of
traffic, wasting of forwarding resources, and unintended self-
replication of traffic);

b) Supervision of failure detection;

3) The MPLS-TP NE MJST support the capability to configure data-plane
forwardi ng path rel ated supervi si on mechanisns to perform
on-demand or proactively.

4) The MPLS-TP NE MJST support supervision for software processing --
e.g., processing faults, storage capacity, version nm snmatch,
corrupted data, and out of nmenory problens, etc.

5) The MPLS-TP NE MJST support hardware-rel ated supervision for
i nt erchangeabl e and non-i nterchangeabl e unit, cable, and power
pr obl ens.

6) The MPLS-TP NE SHOULD support environnment-rel ated supervision for
tenmperature, humdity, etc.
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5.2. Validation Function

Validation is the process of integrating Fault Cause indications into
Failures. A Fault Cause Indication (FCl) indicates a limted
interruption of the required transport function. A Fault Cause is
not reported to mmintenance personnel because it mght exist only for
a very short period of tine. Note that sone of these events are
summed up in the Performance Mnitoring process (see Section 7), and
when this sum exceeds a configured value, a threshold crossing alert
(report) can be generated.

When the Fault Cause |asts |ong enough, an inability to performthe
required transport function arises. This failure condition is

subj ect to reporting to mai ntenance personnel and/or an OS because
corrective action mght be required. Conversely, when the Fault
Cause ceases after a certain time, clearing of the Failure condition
is also subject to reporting.

1) The MPLS-TP NE MUST perform persistency checks on fault causes
before it declares a fault cause a failure.

2) The MPLS-TP NE SHOULD provide a configuration capability for
control paraneters associated with perform ng the persistency
checks described above.

3) An MPLS-TP NE MAY provide configuration paranmeters to contro
reporting and clearing of failure conditions.

4) A data-plane forwarding path failure MJST be declared if the fault
cause persists continuously for a configurable tine (Tinme-D). The
failure MUST be cleared if the fault cause is absent continuously
for a configurable tine (Tine-QC

Note: As an exanple, the default time values mght be as foll ows:
Time-D = 2.5 +/- 0.5 seconds
Time-C = 10 +/- 0.5 seconds

These time values are as defined in G 7710 [1].

5) M Bs - or other object management semantics specifications -
defined to enable configuration of these tinmers SHOULD explicitly
provi de default values and MAY provi de gui delines on ranges and
val ue deternination nethods for scenarios where the default val ue
chosen nmight be inadequate. |In addition, such specifications

SHOULD define the | evel of granularity at which tables of these
val ues are to be defined.
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6) | nplenmentations MJST provide the ability to configure the
precedi ng set of timers and SHOULD provi de default values to
enabl e rapid configuration. Suitable default values, tinmer
ranges, and level of granularity are out of scope in this docunent
and formpart of the specification of fault managenent details.

Ti mers SHOULD be configurable per NE for broad categories (for
exanpl e, defects and/or fault causes), and MAY be configurable
per-interface on an NE and/or per individual defect/fault cause.

7) The failure declaration and clearing MJST be time stanped. The
time-stanp MIUST indicate the tine at which the fault cause is
activated at the input of the fault cause persistency (i.e.
defect-to-failure integration) function, and the tine at which the
fault cause is deactivated at the input of the fault cause
persi stency function

5.3. Alarm Handl i ng Function
5.3.1. Alarm Severity Assignnent

Fail ures can be categorized to indicate the severity or urgency of
the fault.

1) An MPLS-TP NE SHOULD support the ability to assign severity (e.qg.
Critical, Major, Mnor, Warning) to alarmconditions via
configurati on.

See G 7710 [1], Section 7.2.2 for nmore detail on alarmseverity

assignment. For additional discussion of Al arm Severity managenent,

see discussion of alarmseverity in RFC 3877 [11].

5.3.2. Al arm Suppression

Al arms can be generated from nany sources, including OAM device
status, etc.

1) An MPLS-TP NE MJST support suppression of alarns based on
configurati on.

5.3.3. Alarm Reporting
Al arm Reporting is concerned with the reporting of relevant events
and conditions, which occur in the network (including the NE

incom ng signal, and external environnent).

Local reporting is concerned with automatic al arm ng by means of
audi bl e and vi sual indicators near the failed equipnent.
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1) An MPLS-TP NE MJST support |ocal reporting of alarns.

2) The MPLS-TP NE MJST support reporting of alarns to an OS. These
reports are either autonomous reports (notifications) or reports
on request by mai ntenance personnel. The MPLS-TP NE SHOULD report
| ocal (environnental) alarns to a network nanagenent system

3) An MPLS-TP NE supporting one or nore other networking technol ogies
(e.g., Ethernet, SDH SONET, MPLS) over MPLS-TP MJST be capabl e of
translating MPLS-TP defects into failure conditions that are
meani ngful to the client layer, as described in RFC 4377 [2],
Section 4.7.

5.3.4. Alarm Reporting Contro

Al arm Reporting Control (ARC) supports an automatic in-service

provi sioning capability. Alarmreporting can be turned off on a per-
managed entity basis (e.g., LSP) to allow sufficient time for
customer service testing and other maintenance activities in an
"alarm free" state. Once a nanaged entity is ready, alarmreporting
is automatically turned on

1) An MPLS-TP NE SHOULD support the Al arm Reporting Control function
for controlling the reporting of alarm conditions.

See G 7710 [1] (Section 7.1.3.2) and RFC 3878 [24] for nore
i nformati on about ARC.

6. Configuration Managenent Requirenents

Configuration Managenent provides functions to identify, collect data
from provide data to, and control NEs. Specific configuration tasks
requi ri ng network nmanagement support include hardware and software
configuration, configuration of NEs to support transport paths
(including required working and protection paths), and configuration
of required path integrity/connectivity and performance nonitoring
(i.e., CAM.

6.1. System Configuration

1) The MPLS-TP NE MUST support the configuration requirements
specified in G 7710 [1], Section 8.1 for hardware.

2) The MPLS-TP NE MJST support the configuration requirenents
specified in G 7710 [1], Section 8.2 for software.
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6.

6.

3)

4)

5)

2.

1)

3.

1)

2)

3)

4)

The MPLS-TP NE MJST support the configuration requirenents
specified in G 7710 [1], Section 8.13.2.1 for local real-tine
cl ock functions.

The MPLS-TP NE MJST support the configuration requirenents
specified in G 7710 [1], Section 8.13.2.2 for local real-tine
clock alignment with external tinme reference.

The MPLS-TP NE MUST support the configuration requirements
specified in G 7710 [1], Section 8.13.2.3 for performance
nmoni toring of the clock function

Control Plane Configuration

If a control plane is supported in an inplenmentation of MPLS-TP,
the MPLS-TP NE MJST support the configuration of MPLS-TP contro
pl ane functions by the nanagement plane. Further detail ed
requirenments will be provided along with progress in defining the
MPLS- TP control plane in appropriate specifications.

Pat h Confi guration

In addition to the requirenent to support static provisioning of
transport paths (defined in RFC 5645 [7], Section 2.1 -- Cenera
Requi renents, requirenent 18), an MPLS-TP NE MJST support the
configuration of required path performance characteristic
thresholds (e.g., Loss Measurement <LM>, Del ay Measurenent <Dw
threshol ds) necessary to support performance nonitoring of the
MPLS- TP servi ce(s).

In order to acconplish this, an MPLS-TP NE MJST support
configuration of LSP information (such as an LSP identifier of
some kind) and/or any other information needed to retrieve LSP
status information, performance attributes, etc.

If a control plane is supported, and that control plane includes
support for control-pl ane/ managenent - pl ane hand-off for LSP

set up/ mai nt enance, the MPLS-TP NE MUST support managerment of the
hand- of f of Path control. For exanple, see RFCs 5943 [19] and
5852 [ 20].

Further detailed requirenments SHALL be provided along with
progress in defining the MPLS-TP control plane in appropriate
speci fications.

Lam et al. St andards Track [ Page 13]



RFC 5951 NM Requi renents for MPLS-based Transport Septenber 2010

6.

6.

5)

1)

1)

2)

3)

4)

5)

If MPLS-TP transport paths cannot be statically provisioned using
MPLS LSP and pseudow re managenent tools (either already defined
i n standards or under devel opnent), further nanagenent

speci fications MJST be provided as needed.

Protection Configuration

The MPLS-TP NE MJST support configuration of required path
protection informati on as foll ows:

o designate specifically identified LSPs as working or protecting
LSPs;

o define associations of working and protecting paths;
0 operate/rel ease manual protection sw tching;

o operate/rel ease force protection swtching

o operate/rel ease protection | ockout;

0 set/retrieve Automatic Protection Switching (APS) paraneters,
i ncl udi ng

0o Wit to Restore tine,
o Protection Switching threshold information.
OAM Confi guration

The MPLS-TP NE MJST support configuration of the OAM entities and
functions specified in RFC 5860 [3].

The MPLS-TP NE MJST support the capability to choose which OAM
functions are enabl ed.

For enabl ed OAM functions, the MPLS-TP NE MJST support the ability
to associate OAM functions with specific maintenance entities.

The MPLS-TP NE MJST support the capability to configure the QAM
entities/functions as part of LSP setup and tear-down, including
co-routed bidirectional point-to-point, associated bidirectiona
poi nt-to-point, and uni-directional (both point-to-point and

poi nt-to-mul tipoint) connections.

The MPLS-TP NE MJST support the configuration of maintenance
entity identifiers (e.g., MEP ID and MP ID) for the purpose of
LSP connectivity checking.
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6) The MPLS-TP NE MJST support configuration of OAM paraneters to
neet their specific operational requirenents, such as

a) one-tine on-denmand i mredi ately or

b) one-tinme on-demand pre-schedul ed or

c) on-demand periodically based on a specified schedule or
d) proactive on-going.

7) The MPLS-TP NE MJUST support the enabling/disabling of the
connectivity check processing. The connectivity check process of
the MPLS-TP NE MJST support provisioning of the identifiers to be
transmtted and the expected identifiers.

7. Performance Managenent Requirements

Per f or mance Managenent provi des functions for the purpose of
mai nt enance, bring-into-service, quality of service, and statistics
gat heri ng.

This information could be used, for exanple, to conpare behavior of
the equi pment, MPLS-TP NE, or network at different nonents in tinme to
eval uate changes in network perfornmance.

| TUT Recormendation G 7710 [1] provides transport performance
nmoni toring requirenents for packet-sw tched and circuit-sw tched
transport networks with the objective of providing a coherent and
consistent interpretation of the network behavior in a multi-
technol ogy environnent. The performance managenent requirenents
specified in this docunent are driven by such an objective.

7.1. Path Characterization Performnce Metrics

1) It MJST be possible to determ ne when an MPLS- TP-based transport
service is available and when it is unavail able.

From a perfornmance perspective, a service is unavailable if there is
an indication that perfornmance has degraded to the extent that a
confi gurabl e performance threshold has been crossed and the
degradati on persists |ong enough (i.e., the indication persists for
sonme anount of tine, which is either configurable or well-know) to
be certain it is not a measurenment anomaly.

Met hods, mechani sms, and algorithns for exactly how unavailability is

to be determi ned -- based on collection of raw performance data --
are out of scope for this docunent.
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2) The MPLS-TP NE MJST support collection and reporting of raw
performance data that MAY be used in determining the
unavail ability of a transport service.

3) MPLS-TP MJST support the determ nation of the unavailability of
the transport service. The result of this determ nati on MIUST be
avai l able via the MPLS-TP NE (at service ternination points), and
determi nation of unavailability MAY be supported by the MPLS-TP NE
directly. To support this requirenment, the MPLS-TP NE managenent
i nformati on model MUST include objects corresponding to the
avail ability-state of services.

Transport network unavailability is based on Severely Errored Seconds
(SES) and Unavail able Seconds (UAS). The ITU- T is establishing
definitions of unavailability that are generically applicable to
packet transport technol ogies, including MPLS-TP, based on SES and
UAS. Note that SES and UAS are already defined for Ethernet
transport networks in I TU T Reconmendation Y. 1563 [25].

4) The MPLS-TP NE MJST support collection of |oss nmeasurenment (LM
statistics.

5) The MPLS-TP NE MJST support collection of delay neasurenment (DM
statistics.

6) The MPLS-TP NE MJST support reporting of performance degradation
via fault managenment for corrective actions.

"Reporting"” in this context could nean:

0o reporting to an autononpus protection conponent to trigger
protection switching

o reporting via a craft interface to allow repl acenent of a
faulty component (or simlar nmanual intervention),

o etc.

7) The MPLS-TP NE MJST support reporting of performance statistics on
request from a nmanagenent system

7.2. Performance Measurenment |nstrunmentation
7.2.1. Measurenent Frequency
1) For performance measurenent nechani sns that support both proactive

and on-demand nodes, the MPLS-TP NE MJST support the capability to
be configured to operate on-demand or proactively.
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7.

8.

8.

2.

1)

2)

3)

4)

5)

2.

Measur enent Scope
neasur enent of packet | oss and |oss ratio:

For bidirectional (both co-routed and associ ated) point-to-point
(P2P) connections

a) on-demand neasurement of single-ended packet |oss and | oss
rati o measurenent i s REQU RED

b) proactive neasurenent of packet |oss and | oss ratio neasurenent
for each direction is REQUJ RED.

For wunidirectional (P2P and point-to-multipoint (P2MP))

connection, proactive neasurenment of packet |oss and loss ratio is
REQUI RED.

Del ay neasur enent :

For a unidirectional (P2P and P2MP) connection, on-demand
nmeasur enent of del ay neasurenent is REQU RED.

For a co-routed bidirectional (P2P) connection, on-demand
neasur enent of one-way and two-way del ay i s REQU RED.

For an associ ated bidirectional (P2P) connection, on-denmand
nmeasur enent of one-way delay is REQU RED.

Security Managenent Requirenents

1)

1

1)

2)

3)

The MPLS-TP NE MJST support secure nanagenent and control planes.
Managenment Communi cati on Channel Security

Secur e communi cati on channel s MJUST be supported for all network
traffic and protocols used to support nmanagenent functions. This
MUST include, at |least, protocols used for configuration

nmoni toring, configuration backup, |ogging, time synchronization,
aut henti cation, and routing.

The MCC MUST support application protocols that provide
confidentiality and data-integrity protection

The MPLS-TP NE MJST support the foll ow ng:

a) Use of open cryptographic algorithms (see RFC 3871 [4]).
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b) Authentication - allow nanagenent connectivity only from
aut henticated entities.

c) Authorization - allow nanagenent activity originated by an
aut horized entity, using (for exanple) an Access Control List
(ACL).

d) Port Access Control - allow nmanagenent activity received on an
aut hori zed (managenent) port.

8.2. Signaling Comrunication Channel Security

Security requirenents for the SCC are driven by considerations
simlar to MCC requirenents described in Section 8. 1.

Security Requirements for the control plane are out of scope for this
docunent and are expected to be defined in the appropriate contro
pl ane specifications.

1) Management of control plane security MJUST be defined in the
appropriate control plane specifications.

8.3. Distributed Denial of Service

A deni al -of -service (DoS) attack is an attack that tries to prevent a
target from perform ng an assigned task, or providing its intended
service(s), through any nmeans. A Distributed DoS (DDoS) can multiply
attack severity (possibly by an arbitrary anount) by using nultiple
(potentially conprom sed) systens to act as topologically (and
potentially geographically) distributed attack sources. It is
possible to | essen the inpact and potential for DoS and DDoS by using
secure protocols, turning off unnecessary processes, |ogging and
nonitoring, and ingress filtering. RFC 4732 [26] provides background
on DoS in the context of the Internet.

1) An MPLS-TP NE MJST support secure managenent protocols and SHOULD
do so in a manner that reduces potential inpact of a DoS attack

2) An MPLS-TP NE SHOULD support additional nechanisns that nitigate a

DoS (or DDoS) attack agai nst the managenent conponent while
allowing the NE to continue to neet its primary functions.
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9.

10.

11.

11.

Security Considerations

Section 8 includes a set of security requirenments that apply to MPLS-
TP networ k nmanagenent.

1) Sol utions MJST provide nechani sns to prevent unauthorized and/ or
unaut henti cated access to nanagenent capabilities and private
i nformati on by network el enents, systens, or users.

Per f ormance of diagnostic functions and path characterization
i nvol ves extracting a significant amount of information about network
construction that the network operator m ght consider private.
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Appendi x A, Comuni cati on Channel (CCh) Exanples

A CCh can be realized in a nunber of ways.

1

Thi

Thi

Thi

Thi

Thi

The CCh can be provided by a link in a physically distinct

network, that is, alink that is not part of the transport network
that is being managed. For exanple, the nodes in the transport
network can be interconnected in two distinct physical networks:
the transport network and the DCN

s is a "physically distinct out-of-band CCh".

The CCh can be provided by a link in the transport network that is
term nated at the ends of the DCC and that is capable of

encapsul ating and term nati ng packets of the managenent protocols.
For exanple, in MPLS-TP, a single-hop LSP night be established

bet ween two adj acent nodes, and that LSP m ght be capabl e of
carrying IP traffic. Managenent traffic can then be inserted into
the link in an LSP parallel to the LSPs that carry user traffic.

s is a "physically shared out-of-band CCh."

The CCh can be supported as its native protocol on the interface
al ongside the transported traffic. For exanple, if an interface
i s capabl e of sending and receiving both MPLS-TP and I P, the |P-
based managenent traffic can be sent as native IP packets on the
interface.

s is a "shared interface out-of-band CCh".

The CCh can use overhead bytes available on a transport

connection. For exanmple, in TDM networks there are overhead bytes
associ ated with a data channel, and these can be used to provide a
CCh. It is important to note that the use of overhead bytes does
not reduce the capacity of the associ ated data channel

s is an "overhead- based CCh".

s alternative is not available in MPLS-TP because there is no

over head avail abl e.

5.

The CCh can be provided by a dedi cated channel associated with the
data |link. For exanple, the generic associated |abel (GAL) [14]
can be used to label DCC traffic being exchanged on a data |ink
bet ween adj acent transport nodes, potentially in the absence of
any data LSP between those nodes.
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This is a "data |link associ ated CCh".

It is very simlar to case 2, and by its nature can only span a
single hop in the transport network.

6. The CCh can be provided by a dedi cated channel associated with a
data channel. For exanple, in MPLS-TP, the GAL [ 14] can be
i mposed under the top label in the |abel stack for an MPLS-TP LSP
to create a channel associated with the LSP that can carry
management traffic. This CCh requires the receiver to be capable
of demul ti pl exi ng managenent traffic fromuser traffic carried on
the same LSP by use of the GAL.

This is a "data channel associ ated CCh".

7. The CCh can be provided by m xing the managenment traffic with the
user traffic such that is indistinguishable on the |link w thout
deep- packet inspection. In MPLS-TP, this could arise if there is
a data-carrying LSP between two nodes, and nanagenent traffic is
inserted into that LSP. This approach requires that the
term nation point of the LSP be able to denmultiplex the managenent
and user traffic. This might be possible in MPLS-TP if the MPLS-
TP LSP is carrying I P user traffic.

This is an "in-band CCh".
These realizations can be categorized as:

A. Qut-of-fiber, out-of-band (types 1 and 2)
B. In-fiber, out-of-band (types 2, 3, 4, and 5)
C. In-band (types 6 and 7)

The MCN and SCN are | ogically separate networks and can be realized
by the same DCN or as separate networks. |In practice, that neans
that, between any pair of nodes, the MCC and SCC can be the sanme |ink
or separate |inks.

It is also inportant to note that the MCN and SCN do not need to be
categori sed as in-band, out-of-band, etc. This definition only
applies to the individual links, and it is possible for some nodes to
be connected in the MCN or SCN by one type of link, and other nodes
by other types of link. Furthernore, a pair of adjacent nodes can be
connected by nmultiple links of different types.

Lastly, note that the division of DCN traffic between |inks between a
pair of adjacent nodes is purely an inplenentation choice. Paralle
i nks can be deployed for DCN resilience or |oad sharing. Links can
be designated for specific use. For exanple, so that some |inks
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carry managenent traffic and sonme carry control plane traffic, or so
that sonme links carry signaling protocol traffic while others carry
routing protocol traffic.

It is inportant to note that the DCN can be a routed network with
forwarding capabilities, but that this is not a requirenent. The
ability to support forwardi ng of nanagenent or control traffic within
the DCN can substantially sinplify the topol ogy of the DCN and
improve its resilience, but does increase the conplexity of operating
t he DCN.

See also RFC 3877 [11], ITU-T M 20 [12], and Tel cordi a docunent
GR-833-CORE [13] for further infornmation.
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