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Abst r act

Thi s docunent describes extended performance statistics for TCP
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net wor k- based application is performng poorly, TCP can deternmine if
the bottleneck is in the sender, the receiver, or the network itself.
If the bottleneck is in the network, TCP can provide specific
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1

| ntroducti on

Thi s docunent describes extended performance statistics for TCP

They are designed to use TCP's ideal vantage point to di aghose
performance problens in both the network and the application. If a
net wor k- based application is performng poorly, TCP can deternmine if
the bottleneck is in the sender, the receiver, or the network itself.
If the bottleneck is in the network, TCP can provide specific

i nformation about its nature.

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119.

The Si npl e Network Managenent Protocol (SNWP) objects defined in this
docunent extend TCP M B, as specified in RFC 4022 [RFC4022]. In
addition to several new scal ars and other objects, it augnents two
tabl es and nakes one clarification to RFC 4022. Existing nmanagenent
stations for the TCP M B are expected to be fully conpatible with
these clarifications.

The I nternet-Standard Management Framewor k

For a detail ed overview of the docunents that describe the current
I nt ernet - St andard Managenent Franework, please refer to section 7 of
RFC 3410 [ RFC3410].

Managed objects are accessed via a virtual information store, terned
the Managenent Information Base or MB. MB objects are generally
accessed through the Sinple Network Managenent Protocol (SNWVP).
ohjects in the MB are defined using the nechani sns defined in the
Structure of Managenent Information (SM). This nenp specifies a MB
nodul e that is conpliant to the SMv2, which is described in STD 58,
RFC 2578 [ RFC2578], STD 58, RFC 2579 [RFC2579] and STD 58, RFC 2580

[ RFC2580] .

Overvi ew

The TCP- ESTATS-M B defined in this neno consists of two groups of
scal ars, seven tables, and two notifications:

* The first group of scalars contain statistics of the TCP protoco
engi ne not covered in RFC 4022. This group consists of the single
scal ar tcpESt at sLi st ener Tabl eLast Change, whi ch provi des managenent
stations with an easier nechanismto validate their listener
caches.
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* The second group of scalars consist of knobs to enable and di sable
information collection by the tables containing connection-rel ated
statistics/informati on. For exanple, the tcpEStatsControl Path
object controls the activation of the tcpEStatsPathTable. The
t cpESt at sConnTabl eLat ency obj ect determ nes how | ong connecti on
table rows are retained after a TCP connection transitions into
the cl osed state.

* The tcpEStatsListenerTabl e augnents tcplListenerTable in TCP-MB
[ RFC4022] to provide additional information on the active TCP
listeners on a device. It supports objects to nonitor and
di agnose SYN-fl ood deni al -of -service attacks as descri bed bel ow.

* The tcpEStat sConnect| dTabl e augnments the tcpConnectionTable in
TCP-M B [ RFC4022] to provide a mappi ng between connection 4-tuples
(whi ch index tcpConnectionTabl e) and an integer connection index,
t cpESt at sConnect I ndex. The connection index is used to index into
the five remaining tables in this MB nodule, and is designed to
facilitate rapid polling of multiple objects associated with one
TCP connecti on

* The tcpEStatsPerfTabl e contains objects that are useful for
nmeasuring TCP performance and first check probl em di agnosi s.

* The tcpEStatsPathTabl e contai ns objects that can be used to infer
det ai |l ed behavior of the Internet path, such as the extent that
there are segnent |osses or reordering, etc.

* The tcpEStatsStackTabl e contains objects that are nost useful for
determ ning how well the TCP control algorithnms are coping with
this particular path.

* The tcpEStat sAppTabl e provi des objects that are useful for
determining if the application using TCP is limting TCP
per f or mance.

* The tcpEStatsTuneTabl e provi des per-connection controls that can
be used to work around a nunber of common probl ens that plague TCP
over sone paths.

* The two notifications defined in this MB nodul e are
t cpESt at sEst abl i shNotification, indicating that a new connection
has been accepted (or established, see below), and
tcpESt at sCl oseNotification, indicating that an exi sting connection
has recently cl osed.
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3.1. MB Initialization and Persistence

The TCP protocol itself is specifically designed not to preserve any
st ate what soever across systemreboots, and enforces this by

requi ring random zed Initial Sequence numbers and epheneral ports
under any conditions where segnents fromold connections m ght
corrupt new connections follow ng a reboot.

Al'l of the objects in the M B MJST have the same persistence
properties as the underlying TCP i npl emrentation. On a reboot, al

zer o-based counters MJST be cleared, all dynam cally created table
rows MUST be deleted, and all read-wite objects MIST be restored to
their default values. It is assuned that all TCP inplenentation have
sonme initialization code (if nothing else, to set |IP addresses) that
has the opportunity to adjust tcpEStatsConnTabl eLatency and ot her
read-write scalars controlling the creation of the various tables,

bef ore establishing the first TCP connection. |nplenentations MAY

al so choose to nake these control scal ars persist across reboots.

The Zer oBasedCount er32 and Zer oBasedCounter64 objects in the |istener
and connection tables are initialized to zero when the table rowis
cr eat ed.

The t cpESt at sConnTabl eLat ency obj ect determ nes how | ong connection
table rows are retained after a TCP connection transitions into the
closed state, to pernit reading final connection conpletion
statistics. In RFC 4022 (TCP-M B), the discussion of
tcpConnectionTabl e row | atency (page 9) the words "soon after" are
understood to nmean after tcpEStatsConnTabl eLatency, such that al
rows of all tables associated with one connection are retained at

| east tcpEStatsConnTabl eLatency after connection close. This
clarification to RFC 4022 only applies when TCP-ESTATS-MB is

i mpl enented. | f TCP-ESTATS-M B is not inplenented, RFC 4022 pernmits
an unspeci fied del ay between connection close and row del eti on.

3.2. Relationship to TCP Standards

There are nore than 70 RFCs and ot her docunents that specify various
aspects of the Transmi ssion Control Protocol (TCP) [RFC4614]. Wile
nost protocols are conpletely specified in one or two documents, this
has not proven to be feasible for TCP. TCP inplenents a reliable
end-to-end data transport service over a very weakly constrained IP
dat agram servi ce. The essential problemthat TCP has to solve is

bal anci ng the applications need for fast and reliable data transport
agai nst the need to make fair, efficient, and equitable use of
network resources, with only sparse information about the state of
the network or its capabilities.

Mat his, et al. St andards Track [ Page 4]



RFC 4898 TCP Extended Statistics MB May 2007

TCP maintains this balance through the use of many estimators and
heuristics that regul ate various aspects of the protocol. For
exanpl e, RFC 2988 describes how to calculate the retransnission timer
(RTO fromthe average and variance of the network round-trip-tine
(RTT), as estimated fromthe round-trip time sanpled on sone data
segnents. Although these algorithnms are standardi zed, they are a
conprom se which is optinmal for only comron Internet environnents.

QO her estimators mght yield better results (higher performance or
nore efficient use of the network) in sone environments, particularly
under unconmon conditi ons.

It is the consensus of the comunity that nearly all of the
estimators and heuristics used in TCP m ght be inproved through
further research and devel opment. For this reason, nearly all TCP
documents | eave sone latitude for future inprovements, for exanple,
by the use of "SHOULD' instead of "MJST" [RFC2119]. Even standard
algorithms that are required because they critically effect fairness
or the dynamc stability of Internet congestion control, include sone
latitude for evolution. As a consequence, there is considerable
diversity in the details of the TCP inplenentations actually in use

t oday.

The fact that the underlying algorithms are not uniform nakes it
difficult to tightly specify a MB. W could have chosen the point
of view that the MB shoul d publish precisely defined netrics of the
network path, even if they are different fromthe estimators in use
by TCP. This would make the M B nore useful as a neasurenent tool

but | ess useful for understanding how any specific TCP inpl enentation
is interacting with the network path and upper protocol |ayers. W
chose instead to have the M B expose the estimators and i nportant
states variables of the algorithns in use, w thout constraining the
TCP i npl enent ati on.

As a consequence, the M B objects are defined in terns of fairly
abstract descriptions (e.g., round-trip tinme), but are intended to
expose the actual estimators or other state variables as they are
used in TCP inplenmentations, possibly transfornmed (e.g., scaled or

ot herwi se adjusted) to match the spirit of the object descriptions in
thi s docunent.

This may nean that M B objects may not be exactly conparabl e between
two different TCP inplenentations. A general nmmnagenent station can
only assune the abstract descriptions, which are useful for a genera
assessnment of how TCP is functioning. To a TCP inplenmenter with
det ai | ed knowl edge about the TCP inpl enentati on on a specific host,
this MB mght be useful for debugging or evaluating the algorithns
in their inplementation.
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Under no conditions is this MB intended to constrain TCP to use (or
exclude) any particular estinmator, heuristic, algorithm or
i mpl enent ati on.

3.3. Diagnosing SYN-Fl ood Deni al -of - Servi ce Attacks

The tcpEStatsListenerTable is specifically designed to provide
information that is useful for diagnosing SYN-flood Deni al - of - Servi ce
attacks, where a server is overwhel ned by forged or otherw se
mal i ci ous connection attenpts. There are several different

techni ques that can be used to defend agai nst SYN-fl oodi ng but none
are standardi zed [ EddO6]. These different techniques all have the
sane basic characteristics that are instrunentable with a comon set
of objects, even though the techniques differ greatly in the details.

Al'l SYN-fl ood defenses avoid allocating significant resources (nenory
or CPU) to incom ng (passive open) connections until the connections
neet sone |iveness criteria (to defend against forged IP source
addresses) and the server has sufficient resources to process the
incom ng request. Note that allocating resources is an

i mpl ement ati on-specific event that may not correspond to an
observabl e protocol event (e.g., segnents on the wire). There are
two general concepts that can be applied to all known SYN-fl ood
defenses. There is generally a well-defined event when a connection
is allocated full resources, and a "backl og" -- a queue of enbryonic
connections that have been allocated only partial resources.

In many inpl enentations, incom ng TCP connections are all ocated
resources as a side effect of the POSI X [POSI X] accept() call. For
this reason we use the term nol ogy "accepting a connection" to refer
to this event: committing sufficient network resources to process the
i ncom ng request. Accepting a connection typically entails

al l ocating menmory for the protocol control block [RFC793], the per-
connection table rows described in this MB and CPU resources, such
as process table entries or threads.

Note that it is not useful to accept connections before they are
ESTABLI SHED, because this would create an easy opportunity for
Deni al - of - Servi ce attacks, using forged source |IP addresses.

The backl og consists of connections that are in SYN-RCVD or

ESTABLI SHED st ates, that have not been accepted. For purposes of
this MB, we assune that these connections have been allocated sone
resources (e.g., an enbryonic protocol control block), but not ful
resources (e.g., do not yet have M B table rows).
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Not e that some SYN-Fl ood defenses dispense with explicit SYNRCVD
state by cryptographically encoding the state in the ISS (initial
sequence nunber sent) of the SYN-ACK (sonetinmes called a syn-cookie),
and then using the sequence nunber of the first ACK to reconstruct
the SYN-RCVD state before transitioning to the ESTABLI SHED st at e.

For these inplenentations there is no explicit representation of the
SYN- RCVD state, and the backlog only consists of connections that are
ESTABLI SHED and are waiting to be ACCEPTED.

Furthernore, nost SYN-flood defenses have sone nechanismto throttle
connections that m ght otherw se overwhel mthis endpoint. They
general | y use sone conbi nation of discarding inconm ng SYNs and

di scardi ng connections already in the backlog. This does not cause
all connections fromlegitinate clients to fail, as long as the
clients retransmit the SYN or first ACK as specified in RFC 793.

Most diversity in SYN flood defenses arise fromvariations in these
algorithms to limt |oad, and therefore cannot be instrumented with a
comon standard M B.

The Listen Table instrunments all passively opened TCP connections in
terns of observable protocol events (e.g., sent and received
segnents) and resource allocation events (entering the backl og and
bei ng accepted). This approach eases generalization to SYN-fl ood
nmechani sns that use alternate TCP state transition diagrans and
inmplicit mechanisms to encode sone states.

4., TCP Extended Statistics MB

This M B nodul e | MPORTS definitions from[RFC2578], [RFC2579],

[ RFC2580], [RFC2856], [RFC4022], and [RFC4502]. |t uses REFERENCE
clauses to refer to [ RFC791], [RFC793], [RFCl122], [RFC1191],

[ RFC1323], [RFC2018], [RFC2581], [RFC2861], [RFC2883], [RFC2988],

[ RFC3168], [RFC3260], [RFC3517], [RFC3522], and [ RFC3742].

TCP- ESTATS-M B DEFINITIONS ::= BEGA N

| MPORTS
MODULE- | DENTI TY, Counter32, Integer32, Unsigned32,
Gauge32, OBJECT-TYPE, m b-2,
NOTI FI CATI ON- TYPE

FROM SNVPv2- SM -- [ RFC2578]
MODULE- COVPLI ANCE, OBJECT- GROUP, NOTI FI CATI ON- GROUP
FROM SNWVPv2- CONF -- [ RFC2580]
Zer oBasedCount er 32

FROM RMON2- M B -- [ RFC4502]
Zer oBasedCount er 64

FROM HCNUM+ TC -- [ RFC2856]

TEXTUAL- CONVENTI ON,
Dat eAndTi e, TruthVal ue, Ti nmeStanp
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FROM SNMPv2- TC -- [ RFC2579]
tcpLi stenerEntry, tcpConnectionEntry
FROM TCP- M B; -- [ RFC4022]

t cpESt at sM B MODULE- | DENTI TY

LAST- UPDATED "200705180000Z" -- 18 May 2007
ORGANI ZATI ON "I ETF TSV Wor ki ng G oup"
CONTACT- | NFO

“"Matt Mathis

John Heff ner

Web100 Proj ect

Pi tt sburgh Superconputing Center

300 S. Craig St

Pi ttsburgh, PA 15213

Emai | : mat hi s@sc. edu, | heffner@sc. edu

Raj i v Raghunar ayan

Cisco Systens Inc.

San Jose, CA 95134

Phone: 408 853 9612

Emai | : raraghun@i sco. com

Jon Saperia
84 Kettell Plain Road
Stow, MA 01775
Phone: 617-201-2655
Emai | : saperi a@dscons. com "
DESCRI PTI ON
"Docunent ati on of TCP Ext ended Performance |nstrunmentation
vari abl es fromthe Web100 project. [Wb1l00]

Al'l of the objects in this MB MJST have the sane

persi stence properties as the underlying TCP inpl ementation
On a reboot, all zero-based counters MJST be cl eared, al
dynam cally created table rows MJST be del eted, and al
read-write objects MIST be restored to their default val ues.

It is assunmed that all TCP inplenentation have sone
initialization code (if nothing else to set |IP addresses)
that has the opportunity to adjust tcpEStatsConnTabl eLatency
and other read-wite scalars controlling the creation of the
various tables, before establishing the first TCP
connection. |Inplenmentations MAY al so choose to make these
control scalars persist across reboots.

Copyright (C The IETF Trust (2007). This version

of this MB nodule is a part of RFC 4898; see the RFC
itself for full legal notices."

Mat his, et al. St andards Track [ Page 8]



RFC 4898 TCP Extended Statistics MB May 2007

REVI SI ON "2007051800002" -- 18 May 2007
DESCRI PTI ON
“I'nitial version, published as RFC 4898."
c:={ mb-2 156 }

tcpEStatsNotifications OBJECT | DENTI FIER : :
t cpESt at sM Bhj ect s OBJECT | DENTI FI ER ::
t cpESt at sConf or mance OBJECT | DENTI FI ER ::

{ tcpEStatsMB 0 }
{ tcpEStatsMB 1 }
{ tcpEStatsMB 2 }

tcpESt at s OBJECT IDENTIFIER ::= { tcpEStatsM Bbjects 1}
t cpESt at sCont r ol OBJECT IDENTIFIER ::= { tcpEStatsM BObjects 2 }
t cpESt at sScal ar OBJECT IDENTIFIER ::= { tcpEStatsM BObjects 3 }

-- Textual Conventions

TcpESt at sNegoti ated ::= TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON

"Indicates if sonme optional TCP feature was negoti at ed.

Enabl ed(1) indicates that the feature was successfully
negoti ated on, which generally requires both hosts to agree
to use the feature.

sel fDi sabl ed(2) indicates that the | ocal host refused the
feature because it is not inplenmented, configured off, or
refused for some other reason, such as the |ack of

resour ces.

peer Di sabl ed(3) indicates that the | ocal host was willing
to negotiate the feature, but the renote host did not

do so."
SYNTAX | NTEGER ({
enabl ed(1),
sel f Di sabl ed(2),
peer Di sabl ed( 3)
}

-- TCP Extended statistics scal ars

t cpESt at sLi st ener Tabl eLast Change OBJECT- TYPE
SYNTAX Ti meSt anp
MAX- ACCESS r ead- only
STATUS current
DESCRI PTI ON
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"The val ue of sysUpTine at the tine of the | ast
creation or deletion of an entry in the tcpListenerTable.
If the number of entries has been unchanged since the
last re-initialization of the |ocal network nanagenent
subsystem then this object contains a zero value.”

.= { tcpEStatsScalar 3}

-- The tcpEStatsControl G oup

-- The scalar objects in this group are used to control the
-- activation and deactivation of the TCP Extended Statistics
-- tables and notifications in this nodul e.

tcpESt at sControl Path OBJECT- TYPE

SYNTAX Tr ut hval ue

MAX- ACCESS read-wite

STATUS current

DESCRI PTI ON
"Controls the activation of the TCP Path Statistics
t abl e.

A value "true’ indicates that the TCP Path Statistics
table is active, while '"false’ indicates that the
table is inactive."

DEFVAL { false }

.= { tcpEStatsControl 1 }

tcpESt at sControl Stack OBJECT- TYPE

SYNTAX Tr ut hval ue

MAX- ACCESS read-wite

STATUS current

DESCRI PTI ON
"Controls the activation of the TCP Stack Statistics
t abl e.

A value 'true’ indicates that the TCP Stack Statistics
table is active, while 'false' indicates that the
table is inactive."

DEFVAL { false }

.= { tcpEStatsControl 2}

t cpESt at sControl App OBJECT- TYPE

SYNTAX Tr ut hVval ue
MAX- ACCESS read-wite

Mat his, et al. St andards Track [ Page 10]



RFC 4898 TCP Extended Statistics MB May 2007

STATUS current

DESCRI PTI ON
"Controls the activation of the TCP Application
Statistics table.

A value "true’ indicates that the TCP Application
Statistics table is active, while 'false’ indicates
that the table is inactive."

DEFVAL { false}

::={ tcpEStatsControl 3}

t cpESt at sControl Tune OBJECT- TYPE

SYNTAX Tr ut hval ue
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON

"Controls the activation of the TCP Tuni ng table.

A value "true’ indicates that the TCP Tuni ng
table is active, while "false’ indicates that the
table is inactive."

DEFVAL { false }

.= { tcpEStatsControl 4 }

tcpEStatsControl Notify OBJECT- TYPE

SYNTAX Trut hVal ue

MAX- ACCESS read-wite

STATUS current

DESCRI PTI ON
"Controls the generation of all notifications defined in
this MB

A value "true’ indicates that the notifications
are active, while '"false' indicates that the
notifications are inactive."

DEFVAL { false }

.= { tcpEStatsControl 5 }

t cpESt at sConnTabl eLat ency OBJECT- TYPE

SYNTAX Unsi gned32
UNI TS "seconds"
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON

"Specifies the nunber of seconds that the entity wll
retain entries in the TCP connection tables, after the
connection first enters the closed state. The entity
SHOULD provide a configuration option to enable
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customi zation of this value. A value of 0O
results in entries being renoved fromthe tables as soon as
the connection enters the closed state. The val ue of
this object pertains to the follow ng tables:
t cpESt at sConnect | dTabl e
t cpESt at sPer f Tabl e
t cpESt at sPat hTabl e
t cpESt at sSt ackTabl e
t cpESt at sAppTabl e
t cpESt at sTuneTabl e"
DEFVAL { 0 }
.= { tcpEStatsControl 6 }
-- Listener Table
t cpESt at sLi st ener Tabl e OBJECT- TYPE
SYNTAX SEQUENCE OF TcpEStatsListenerEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"This table contains informati on about TCP Listeners,
in addition to the informati on nai ntai ned by the
tcpLi st ener Tabl e RFC 4022."
.= { tcpEStats 1}
t cpESt at sLi st ener Entry OBJECT- TYPE
SYNTAX TcpESt at sLi stenerEntry
MAX- ACCESS not-accessi bl e
STATUS current
DESCRI PTI ON
"Each entry in the table contains information about
a specific TCP Listener."
AUGMVENTS { tcpListenerEntry }
.= { tcpEStatsListenerTable 1 }
TcpESt at sLi stenerEntry ::= SEQUENCE {
t cpESt at sLi st ener Start Ti ne Ti meSt anp,
t cpESt at sLi st ener SynRcvd Zer oBasedCount er 32,
tcpEStatsLi stenerlnitial Zer oBasedCount er 32,
t cpESt at sLi st ener Est abl i shed Zer oBasedCount er 32,
t cpESt at sLi st ener Accept ed Zer oBasedCount er 32,
t cpESt at sLi st ener ExceedBackl! og Zer oBasedCount er 32,
t cpESt at sLi st ener HCSynRcvd Zer oBasedCount er 64,
tcpESt atsLi stenerHCI niti al Zer oBasedCount er 64,
t cpESt at sLi st ener HCEst abl i shed Zer oBasedCount er 64,
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t cpESt at sLi st ener HCAccept ed Zer oBasedCount er 64,
t cpESt at sLi st ener HCExceedBack! og Zer oBasedCount er 64,
t cpESt at sLi st ener Cur Conns Gauge32,
t cpESt at sLi st ener MaxBack! og Unsi gned32,
t cpESt at sLi st ener Cur Backl og Gauge32,
t cpESt at sLi st ener Cur Est abBack! og Gauge32
}
tcpESt at sLi stener Start Ti ne OBJECT- TYPE
SYNTAX Ti meSt anmp
MAX- ACCESS r ead- only
STATUS current
DESCRI PTI ON
"The val ue of sysUpTinme at the tinme this |istener was
established. |If the current state was entered prior to

the last re-initialization of the |ocal network managenent
subsystem then this object contains a zero value.”
.= { tcpEStatsListenerEntry 1 }

t cpESt at sLi st ener SynRcvd OBJECT- TYPE

SYNTAX Zer oBasedCount er 32

MAX- ACCESS r ead- only

STATUS current

DESCRI PTI ON
"The nunber of SYNs which have been received for this
l'istener. The total nunber of failed connections for
all reasons can be estinmated to be tcpEStatsListener SynRcvd
m nus t cpESt at sLi st ener Accept ed and
t cpESt at sLi st ener Cur Backl og. "

.= { tcpEStatsListenerEntry 2 }

tcpEStatsLi stenerlnitial OBJECT- TYPE
SYNTAX Zer oBasedCount er 32
MAX- ACCESS r ead- only
STATUS current
DESCRI PTI ON

"The total nunber of connections for which the Listener
has allocated initial state and placed the
connection in the backlog. This may happen in the
SYN- RCVD or ESTABLI SHED st at es, dependi ng on the
i mpl enentation.”

.= { tcpEStatsListenerEntry 3 }

t cpESt at sLi st ener Est abl i shed OBJECT- TYPE
SYNTAX Zer oBasedCount er 32
MAX- ACCESS r ead- only
STATUS current
DESCRI PTI ON
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"The nunber of connections that have been established to
this endpoint (e.g., the nunber of first ACKs that have
been received for this listener)."

::={ tcpEStatsListenerEntry 4 }

t cpESt at sLi st ener Accept ed OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON

"The total number of connections for which the Listener

has successfully issued an accept, renpving the connection
fromthe backl og."
::={ tcpEStatsListenerEntry 5 }

t cpESt at sLi st ener ExceedBackl og OBJECT- TYPE

SYNTAX Zer oBasedCount er 32

MAX- ACCESS r ead-only

STATUS current

DESCRI PTI ON
"The total number of connections dropped fromthe
backl og by this listener due to all reasons. This
i ncludes all connections that are allocated initia
resources, but are not accepted for some reason."

.= { tcpEStatsListenerEntry 6 }

t cpESt at sLi st ener HCSynRcvd OBJECT- TYPE

SYNTAX Zer oBasedCount er 64

MAX- ACCESS r ead-only

STATUS current

DESCRI PTI ON
"The nunber of SYNs that have been received for this
listener on systems that can process (or reject) nore
than 1 million connections per second. See
t cpESt at sLi st ener SynRcvd. "

.= { tcpEStatsListenerEntry 7 }

tcpEStatsLi stenerHCIniti al OBJECT- TYPE
SYNTAX Zer oBasedCount er 64
MAX- ACCESS r ead- only
STATUS current
DESCRI PTI ON

"The total nunber of connections for which the Listener
has allocated initial state and placed the connection
in the backl og on systens that can process (or reject)
nmore than 1 million connections per second. See
tcpEStatsListenerlnitial.”

.= { tcpEStatsListenerEntry 8 }
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t cpESt at sLi st ener HCEst abl i shed OBJECT- TYPE

SYNTAX Zer oBasedCount er 64

MAX- ACCESS r ead-only

STATUS current

DESCRI PTI ON
"The nunber of connections that have been established to
this endpoint on systens that can process (or reject) nore
than 1 million connections per second. See
t cpESt at sLi st ener Est abl i shed. "

::={ tcpEStatsListenerEntry 9 }

t cpESt at sLi st ener HCAccept ed OBJECT- TYPE

SYNTAX Zer oBasedCount er 64
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"The total number of connections for which the Listener
has successfully issued an accept, renpving the connection
fromthe backl og on systens that can process (or reject)
nore than 1 million connections per second. See
t cpESt at sLi st ener Accept ed. "
::={ tcpEStatsListenerEntry 10 }

t cpESt at sLi st ener HCExceedBackl og OBJECT- TYPE

SYNTAX Zer oBasedCount er 64

MAX- ACCESS r ead-only

STATUS current

DESCRI PTI ON
"The total number of connections dropped fromthe
backl og by this listener due to all reasons on
systens that can process (or reject) nore than
1 mllion connections per second. See
t cpESt at sLi st ener ExceedBackl og. "

::={ tcpEStatsListenerEntry 11 }

t cpESt at sLi st ener Cur Conns OBJECT- TYPE

SYNTAX Gauge32
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"The current nunber of connections in the ESTABLI SHED
state, which have al so been accepted. It excludes
connections that have been established but not accepted
because they are still subject to being discarded to

shed | oad wi thout explicit action by either endpoint."
::={ tcpEStatsListenerEntry 12 }

t cpESt at sLi st ener MaxBackl og OBJECT- TYPE
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SYNTAX Unsi gned32
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"The maxi mum nunber of connections allowed in the
backl og at one tine."
.= { tcpEStatsListenerEntry 13 }

t cpESt at sLi st ener Cur Backl og OBJECT- TYPE
SYNTAX Gauge32
MAX- ACCESS r ead- only
STATUS current
DESCRI PTI ON
"The current nunber of connections that are in the backl og.
Thi s gauge includes connections in ESTABLI SHED or
SYN- RECEI VED states for which the Listener has not yet
i ssued an accept.

If this listener is using sone technique to inplicitly

represent the SYN RECEI VED states (e.g., by

cryptographically encoding the state information in the

initial sequence number, ISS), it MAY elect to exclude

connections in the SYN-RECElI VED state fromthe backl og."
.= { tcpEStatsListenerEntry 14 }

t cpESt at sLi st ener Cur Est abBackl og OBJECT- TYPE

SYNTAX Gauge32

MAX- ACCESS r ead- only

STATUS current

DESCRI PTI ON

"The current nunber of connections in the backlog that are
in the ESTABLI SHED state, but for which the Listener has
not yet issued an accept."
::={ tcpEStatsListenerEntry 15 }

t cpESt at sConnect | dTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF TcpESt at sConnect | dEntry
MAX- ACCESS not-accessi bl e

STATUS current

DESCRI PTI ON

"This table maps information that uniquely identifies
each active TCP connection to the connection |ID used by
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other tables in this MB Mdule. It is an extension of
tcpConnectionTabl e in RFC 4022.

Entries are retained in this table for the nunber of
seconds indicated by the tcpEStatsConnTabl eLat ency
object, after the TCP connection first enters the cl osed
state.”

.= { tcpEStats 2 }

t cpESt at sConnect | dEntry OBJECT- TYPE

SYNTAX TcpESt at sConnect | dEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"Each entry in this table maps a TCP connecti on
4-tuple to a connection index."

AUGMVENTS { tcpConnectionEntry }

::= { tcpEStatsConnectldTable 1 }

TcpESt at sConnect | dEntry :: = SEQUENCE {

}

t cpESt at sConnect | ndex Unsi gned32

t cpESt at sConnect | ndex OBJECT- TYPE

SYNTAX Unsi gned32 (1..4294967295)

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"A uni que integer value assigned to each TCP Connecti on
entry.

2007

The RECOMMENDED al gorithmis to begin at 1 and increase to

some inpl ementation-specific maxi mum val ue and then start

again at 1 skipping values already in use."
::= { tcpEStatsConnectldEntry 1 }

t cpESt at sPer f Tabl e OBJECT- TYPE

Mat hi s,

SYNTAX SEQUENCE OF TcpEStatsPerfEntry
MAX- ACCESS not-accessi bl e

STATUS current

DESCRI PTI ON

"This table contains objects that are useful for
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neasuri ng TCP performance and first

I ine problem

di agnosis. Mst objects in this table directly expose
some TCP state variable or are easily inplenmented as
simple functions (e.g., the maxi num val ue) of TCP

state vari abl es.

Entries are retained in this table for the number of
seconds indicated by the tcpEStatsConnTabl eLat ency
object, after the TCP connection first enters the cl osed

state."
{ tcpEStats 3 }

tcpEStatsPerfEntry OBJECT- TYPE

SYNTAX TcpESt at sPerfEntry
MAX- ACCESS not - accessi bl e
STATUS current

DESCRI PTI ON

"Each entry in this table has information about the
characteristics of each active and recently closed TCP

connection."

| NDEX { tcpEStatsConnect| ndex }
::={ tcpEStatsPerfTable 1 }

TcpEStatsPerfEntry ::= SEQUENCE {

Mat hi s,

t cpESt at sPer f SegsQut

t cpESt at sPer f Dat aSegsQut

t cpESt at sPer f Dat aCct et sCut

t cpESt at sPer f HCDat aCct et sCut
t cpESt at sPer f SegsRet rans

t cpESt at sPer f Cct et sRetrans
t cpESt at sPer f Segsl n

t cpESt at sPer f Dat aSegsl n

t cpESt at sPer f Dat aCct et sl n

t cpESt at sPer f HCDat aCct et sl n
t cpESt at sPer f El apsedSecs

t cpESt at sPer f El apsedM croSecs
tcpESt at sPerf Start Ti neSt anp
t cpESt at sPer f Cur MBS

t cpESt at sPer f Pi peSi ze

t cpESt at sPer f MaxPi peSi ze

t cpESt at sPer f Snmoot hedRTT

t cpESt at sPer f Cur RTO

t cpESt at sPer f CongSi gnal s

t cpESt at sPer f Cur Oand

t cpESt at sPer f Cur Sst hr esh

t cpESt at sPer f Ti meout s

t cpESt at sPer f Cur Rn nSent

et al. St andards Track

Zer oBasedCount er 32,
Zer oBasedCount er 32,
Zer oBasedCount er 32,
Zer oBasedCount er 64,
Zer oBasedCount er 32,
Zer oBasedCount er 32,
Zer oBasedCount er 32,
Zer oBasedCount er 32,
Zer oBasedCount er 32,
Zer oBasedCount er 64,
Zer oBasedCount er 32,
Zer oBasedCount er 32,
Dat eAndTi ne,
Gauge32,

Gauge32,

Gauge32,

Gauge32,

Gauge32,

Zer oBasedCount er 32,
Gauge32,

Gauge32,

Zer oBasedCount er 32,
Gauge32,
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t cpESt at sPer f MaxRw nSent Gauge32,

t cpESt at sPer f Zer oRwi nSent Zer oBasedCount er 32,
t cpESt at sPer f Cur Rwi nRcvd Gauge32,

t cpESt at sPer f MaxRwi nRcvd Gauge32,

t cpESt at sPer f Zer oRwi nRevd Zer oBasedCount er 32
t cpESt at sPer f SndLi mTr ansRw n Zer oBasedCount er 32,
t cpESt at sPer f SndLi mTr ansCOand Zer oBasedCount er 32
t cpESt at sPer f SndLi mTr ansSnd Zer oBasedCount er 32
t cpESt at sPer f SndLi mTi neRwi n Zer oBasedCount er 32,
t cpESt at sPer f SndLi mTi meCwnd Zer oBasedCount er 32,
t cpESt at sPer f SndLi mTi neSnd Zer oBasedCount er 32

-- The follow ng objects provide statistics on aggregate

-- segnents and data sent on a connection. These provide a
-- direct nmeasure of the Internet capacity consumed by a

-- connection.

t cpESt at sPer f SegsQut  OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The total nunber of segnments sent."
c:={ tcpEStatsPerfEntry 1 }

t cpESt at sPer f Dat aSegsQut  OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The nunber of segments sent containing a positive |length
data segment.”
.= { tcpEStatsPerfEntry 2 }

t cpESt at sPer f Dat aCct et sQut  OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
UNI TS "octets"

MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The nunber of octets of data contained in transmtted
segnents, including retransnmtted data. Note that this does
not include TCP headers."

.= { tcpEStatsPerfEntry 3 }
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t cpESt at sPer f HCDat aCct et sQut OBJECT- TYPE

SYNTAX Zer oBasedCount er 64
UNI TS "octets"

MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The nunber of octets of data contained in transnmitted
segnents, including retransmtted data, on systens that can
transmt nore than 10 million bits per second. Note that
this does not include TCP headers."

::={ tcpEStatsPerfEntry 4 }

t cpESt at sPer f SegsRet rans OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The nunber of segments transmitted containing at | east sone
retransmitted data."
REFERENCE
"RFC 793, Transnission Control Protocol"
::={ tcpEStatsPerfEntry 5 }

t cpESt at sPerf Cct et sRetrans OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The nunber of octets retransmtted."”
REFERENCE

"RFC 793, Transm ssion Control Protocol"”
c:={ tcpEStatsPerfEntry 6 }

t cpESt at sPerf Segsl n  OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The total number of segnments received."
::={ tcpEStatsPerfEntry 7 }

t cpESt at sPer f Dat aSegsin  OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The nunber of segnments received containing a positive
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| ength data segnent."
::={ tcpEStatsPerfEntry 8 }

t cpESt at sPer f Dat aCct et sIn  OBJECT- TYPE
SYNTAX Zer oBasedCount er 32
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

May 2007

"The nunber of octets contained in received data segnents,

including retransmtted data.
i ncl ude TCP headers."
.= { tcpEStatsPerfEntry 9 }

t cpESt at sPer f HCDat aCct et sl n - OBJECT- TYPE
SYNTAX Zer oBasedCount er 64
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

Note that this does not

"The nunber of octets contained in received data segnents,

including retransmtted data,
nore than 10 million bits per second.
not include TCP headers."

.= { tcpEStatsPerfEntry 10 }

t cpESt at sPer f El apsedSecs OBJECT- TYPE
SYNTAX Zer oBasedCount er 32
UNI TS "seconds"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

on systens that can receive

Note that this does

"The seconds part of the tinme el apsed between

tcpEStat sPerf Start Ti meSt anp and t he nost

event (segnent sent or received)."
.= { tcpEStatsPerfEntry 11 }

t cpESt at sPer f El apsedM croSecs OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
UNI TS "m croseconds"
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

recent protoco

"The mcro-second part of tine el apsed between

tcpEStatsPerfStartTi meStanp to the nost

event (segnent sent or received).

recent protoco

This may be updated in

what ever tine granularity is the system supports.”

.= { tcpEStatsPerfEntry 12 }

Mathis, et al. St andards Track
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tcpEStatsPerfStartTi meStanp OBJECT- TYPE

SYNTAX Dat eAndTi ne
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"Time at which this row was created and al
Zer oBasedCounters in the row were initialized to zero."
.= { tcpEStatsPerfEntry 13 }

The foll owi ng objects can be used to fit mnim
performance nodels to the TCP data rate

t cpESt at sPer f Cur MSS OBJECT- TYPE

SYNTAX Gauge32
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The current maxi num segnment size (MSS), in octets.”
REFERENCE
"RFC 1122, Requirenments for Internet Hosts - Commruni cation
Layers"
.= { tcpEStatsPerfEntry 14 }

t cpESt at sPer f Pi peSi ze OBJECT- TYPE

Mat hi s,

SYNTAX Gauge32
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The TCP senders current estimate of the nunber of
unacknow edged data octets in the network.

Wiile not in recovery (e.g., while the receiver is not
reporting mssing data to the sender), this is precisely the
same as 'Flight size' as defined in RFC 2581, which can be
conput ed as SND. NXT mi nus SND. UNA. [ RFC793]

During recovery, the TCP sender has inconplete information
about the state of the network (e.g., which segnents are

| ost vs reordered, especially if the return path is also
droppi ng TCP acknow edgnents). Current TCP standards do not
mandat e any specific algorithmfor estimating the nunber of
unacknow edged data octets in the network.

RFC 3517 describes a conservative algorithmto use SACK
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infornmation to estinmate the nunmber of unacknow edged data
octets in the network. tcpEStatsPerfPipeSize object SHOULD
be the same as 'pipe’ as defined in RFC 3517 if it is

i mpl enented. (Note that while not in recovery the pipe
algorithmyields the sanme values as flight size).

If RFC 3517 is not inplenented, the data octets in flight
SHOULD be estimated as SND. NXT mi nus SND. UNA adj usted by
sone neasure of the data that has left the network and
retransmtted data. For exanple, with Reno or NewReno style
TCP, the nunber of duplicate acknow edgnment is used to
count the nunber of segnments that have | eft the network.
That is,
Pi peSi ze=SND. NXT- SND. UNA+(r et ransm t s- dupacks) * Cur M5S"
REFERENCE
"RFC 793, RFC 2581, RFC 3517"
.= { tcpEStatsPerfEntry 15 }

t cpESt at sPer f MaxPi peSi ze OBJECT- TYPE

SYNTAX Gauge32
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The maxi mum val ue of tcpEStatsPerfPipeSize, for this
connection."
REFERENCE
"RFC 793, RFC 2581, RFC 3517"
.= { tcpEStatsPerfEntry 16 }

t cpESt at sPer f Snoot hedRTT OBJECT- TYPE

SYNTAX Gauge32

UNI TS "mlliseconds"
MAX- ACCESS read-only
STATUS current

DESCRI PTI ON

"The smoothed round trip tinme used in calculation of the
RTO. See SRTT in [ RFC2988]."

REFERENCE
"RFC 2988, Computing TCP' s Retransm ssion Timer"

.= { tcpEStatsPerfEntry 17 }

t cpESt at sPer f Cur RTO OBJECT- TYPE

Mat hi s,

SYNTAX Gauge32

UNI TS "mlliseconds"
MAX- ACCESS read-only
STATUS current

DESCRI PTI ON
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"The current value of the retransmt tinmer RTO"
REFERENCE

"RFC 2988, Computing TCP's Retransmi ssion Tinmer"
::={ tcpEStatsPerfEntry 18 }

t cpESt at sPer f CongSi gnal s OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"The nunber of nultiplicative downward congestion w ndow
adjustrments due to all forns of congestion signals,

i ncluding Fast Retransmit, Explicit Congestion Notification
(ECN), and tinmeouts. This object summarizes all events that
i nvoke the MD portion of Additive Increase Miltiplicative
Decrease (Al MD) congestion control, and as such is the best
i ndi cator of how a cwnd is being affected by congesti on.

Note that retransm ssion tinmeouts nultiplicatively reduce
the window inplicitly by setting ssthresh, and SHOULD be
i ncluded in tcpEStatsPerfCongSignals. 1In order to mnimnze
spurious congestion indications due to out-of-order
segnents, tcpEStatsPerfCongSignals SHOULD be increnmented in
association with the Fast Retransmt algorithm?"

REFERENCE

"RFC 2581, TCP Congestion Control"
.= { tcpEStatsPerfEntry 19 }

t cpESt at sPerf Cur Omnd OBJECT- TYPE

SYNTAX Gauge32
UNI TS "octets"”
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The current congestion w ndow, in octets."
REFERENCE

"RFC 2581, TCP Congestion Control"
c:={ tcpEStatsPerfEntry 20 }

t cpESt at sPer f Cur Sst hresh  OBJECT- TYPE

Mat hi s,

SYNTAX Gauge32
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The current slow start threshold in octets."
REFERENCE

"RFC 2581, TCP Congestion Control"
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.= { tcpEStatsPerfEntry 21 }

t cpESt at sPer f Ti meouts OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The nunber of tines the retransmit tineout has expired when
the RTO backoff nmultiplier is equal to one."

REFERENCE
"RFC 2988, Computing TCP' s Retransm ssion Timer"

.= { tcpEStatsPerfEntry 22 }

-- The follow ng objects instrument receiver w ndow updates

-- sent by the local receiver to the renote sender. These can
-- be used to deternmine if the local receiver is exerting flow
-- control back pressure on the renpte sender

t cpESt at sPer f Cur R nSent OBJECT- TYPE

SYNTAX Gauge32
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The nobst recent w ndow adverti sement sent, in octets."”
REFERENCE

"RFC 793, Transm ssion Control Protocol"”
.= { tcpEStatsPerfEntry 23 }

t cpESt at sPer f MaxRwi nSent OBJECT- TYPE

SYNTAX Gauge32
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The maxi mum wi ndow adverti senment sent, in octets."”
REFERENCE

"RFC 793, Transm ssion Control Protocol"”
.= { tcpEStatsPerfEntry 24 }

t cpESt at sPer f Zer oRwi nSent OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The nunber of acknow edgnents sent announcing a zero
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recei ve wi ndow, when the previously announced wi ndow was
not zero."

REFERENCE
"RFC 793, Transmni ssion Control Protocol"”

.= { tcpEStatsPerfEntry 25 }

-- The follow ng objects instrument receiver w ndow updates

-- fromthe far end-systemto deternine if the renote receiver
-- has sufficient buffer space or is exerting fl ow control

-- back pressure on the |ocal sender.

t cpESt at sPer f Cur Rni nRcvd  OBJECT- TYPE

SYNTAX Gauge32
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The nobst recent w ndow adverti sement received, in octets."
REFERENCE

"RFC 793, Transm ssion Control Protocol"”
.= { tcpEStatsPerfEntry 26 }

t cpESt at sPer f MaxRw nRevd  OBJECT- TYPE

SYNTAX Gauge32
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The maxi mum wi ndow adverti senment received, in octets."”
REFERENCE

"RFC 793, Transm ssion Control Protocol"”
.= { tcpEStatsPerfEntry 27 }

t cpESt at sPer f Zer oRwi nRcvd  OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"The nunber of acknow edgnents recei ved announcing a zero
recei ve wi ndow, when the previously announced wi ndow was
not zero."

REFERENCE
"RFC 793, Transmni ssion Control Protocol"
::={ tcpEStatsPerfEntry 28 }
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The foll owi ng optional objects can be used to quickly
identify which subsystens are limting TCP performance.
There are three parallel pairs of instruments that measure
the extent to which TCP performance is limted by the
announced recei ver wi ndow (indicating a receiver

bottl eneck), the current congestion w ndow or

retransm ssion tinmeout (indicating a path bottleneck) and
all others events (indicating a sender bottleneck).

These instrunments SHOULD be updated every time the TCP

out put routine stops sending data. The el apsed tinme since
the previous stop is accunulated into the appropriate

obj ect as deternmi ned by the previous stop reason (e.g.

stop state). The current stop reason deternines which tinmer
will be updated the next tinme TCP output stops.

Since there is no explicit stop at the beginning of a
timeout, it is necessary to retroactively reclassify the
previous stop as 'Congestion Linited

t cpESt at sPer f SndLi mTransRn n OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The nunber of transitions into the 'Receiver Limted state
fromeither the 'Congestion Limted or 'Sender Limted
states. This state is entered whenever TCP transm ssion
stops because the sender has filled the announced receiver
wi ndow, i.e., when SND. NXT has advanced to SND. UNA +
SND.WND - 1 as described in RFC 793."

REFERENCE
"RFC 793, Transm ssion Control Protocol"”
.= { tcpEStatsPerfEntry 31 }

t cpESt at sPer f SndLi mTransOwnd OBJECT- TYPE

Mat hi s,

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The nunber of transitions into the 'Congestion Limted
state fromeither the 'Receiver Linmted or ’'Sender
Limted states. This state is entered whenever TCP
transm ssi on stops because the sender has reached sone
limt defined by congestion control (e.g., cwnd) or other
algorithms (retransm ssion tinmeouts) designed to contro
network traffic. See the definition of ' CONGESTI ON W NDOW
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in RFC 2581."
REFERENCE
"RFC 2581, TCP Congestion Control"
::={ tcpEStatsPerfEntry 32 }

t cpESt at sPer f SndLi mTransSnd OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"The nunber of transitions into the 'Sender Limted state
fromeither the 'Receiver Limted or 'Congestion Limted
states. This state is entered whenever TCP transm ssion
stops due to some sender limt such as running out of
application data or other resources and the Karn al gorithm
VWhen TCP stops sending data for any reason, which cannot be
classified as Receiver Limted or Congestion Limted, it
MUST be treated as Sender Limted."

.= { tcpEStatsPerfEntry 33 }

t cpESt at sPer f SndLi nTi nreRmM n OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
UNI TS "mlliseconds"

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"The cunulative tinme spent in the 'Receiver Limted state.
See tcpESt at sPerf SndLi miransRm n. "
.= { tcpEStatsPerfEntry 34 }

t cpESt at sPer f SndLi nTi neCwnd OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
UNI TS "mlliseconds"

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"The cunul ative time spent in the 'Congestion Limted
state. See tcpEStatsPerfSndLi nifransCawnd. Wen there is a
retransm ssion timeout, it SHOULD be counted in
t cpESt at sPer f SndLi mTi neCwnd (and not the cumul ative time
for sone other state.)"

.= { tcpEStatsPerfEntry 35 }

t cpESt at sPer f SndLi nTi neSnd OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
UNI TS "mlliseconds"

MAX- ACCESS read-only

STATUS current
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DESCRI PTI ON
"The cunulative tine spent in the 'Sender Limted state.
See tcpESt at sPerf SndLi mTransSnd. "
::={ tcpEStatsPerfEntry 36 }

t cpESt at sPat hTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF TcpESt at sPat hEntry
MAX- ACCESS not -accessi bl e

STATUS current

DESCRI PTI ON

"This table contains objects that can be used to infer
det ai | ed behavior of the Internet path, such as the
extent that there is reordering, ECN bits, and if

RTT fluctuations are correlated to | osses.

Entries are retained in this table for the nunmber of
seconds indicated by the tcpEStatsConnTabl eLat ency
object, after the TCP connection first enters the cl osed
state.”

.= { tcpEStats 4 }

t cpESt at sPat hEntry OBJECT- TYPE

SYNTAX TcpESt at sPat hEnt ry
MAX- ACCESS not - accessi bl e
STATUS current

DESCRI PTI ON

"Each entry in this table has information about the
characteristics of each active and recently closed TCP
connection."

| NDEX { tcpEStatsConnectlndex }

.= { tcpEStatsPathTable 1 }

TcpESt at sPat hEntry :: = SEQUENCE {
t cpESt at sPat hRet r anThr esh Gauge32,
t cpESt at sPat hNonRecovDAEpi sodes Zer oBasedCount er 32,
t cpESt at sPat hSumCct et sReor der ed Zer oBasedCount er 32,
t cpESt at sPat hNonRecovDA Zer oBasedCount er 32,
t cpESt at sPat hSanpl eRTT Gauge32,
t cpESt at sPat hRTTVar Gauge32,
t cpESt at sPat hMaxRTT Gauge32,
t cpESt at sPat hM nRTT Gauge32,
t cpESt at sPat hSunRTT Zer oBasedCount er 32,
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t cpESt at sPat hHCSUnRTT Zer oBasedCount er 64,
t cpESt at sPat hCount RTT Zer oBasedCount er 32,
t cpESt at sPat hMaxRTO Gauge32

t cpESt at sPat hM nRTO Gauge32

t cpESt at sPat hl pTt | Unsi gned32,

t cpESt at sPat hl pTosl n OCTET STRI NG,

t cpESt at sPat hl pTosCQut OCTET STRI NG

t cpESt at sPat hPr eCongSuntownd Zer oBasedCount er 32
t cpESt at sPat hPr eCongSunRTT Zer oBasedCount er 32
t cpESt at sPat hPost CongSunRTT Zer oBasedCount er 32,
t cpESt at sPat hPost CongCount RTT Zer oBasedCount er 32,
t cpESt at sPat hECNsi gnal s Zer oBasedCount er 32,
t cpESt at sPat hDupAckEpi sodes Zer oBasedCount er 32,
t cpESt at sPat hRcvRTT Gauge32,

t cpESt at sPat hDupAcksQut Zer oBasedCount er 32,
t cpESt at sPat hCERcvd Zer oBasedCount er 32
t cpESt at sPat hECESent Zer oBasedCount er 32

-- The follow ng optional objects can be used to infer segnent
-- reordering on the path fromthe | ocal sender to the renote
-- receiver.

t cpESt at sPat hRet ranThresh OBJECT- TYPE

SYNTAX Gauge32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of duplicate acknow edgrments required to trigger
Fast Retransmit. Note that although this is constant in
traditional Reno TCP inplementations, it is adaptive in
many newer TCPs."

REFERENCE
"RFC 2581, TCP Congestion Control"
.= { tcpEStatsPathEntry 1 }

t cpESt at sPat hNonRecovDAEpi sodes OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The nunber of duplicate acknow edgnment epi sodes that did
not trigger a Fast Retransnit because ACK advanced prior to
the nunber of duplicate acknow edgnents reaching
RetranThr esh.
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In many inplenentations this is the nunber of tines the
"dupacks’ counter is set to zero when it is non-zero but
| ess than RetranThresh.

Note that the change in tcpEStatsPat hNonRecovDAEpi sodes
di vided by the change in tcpEStatsPerfDataSegsQut is an
estimate of the frequency of data reordering on the forward
path over sone interval."

REFERENCE
"RFC 2581, TCP Congestion Control"

::={ tcpEStatsPathEntry 2 }

t cpESt at sPat hSunOct et sReor dered OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
UNI TS "octets"

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"The sum of the anmpbunts SND. UNA advances on the
acknow edgnent which ends a dup-ack episode without a
retransm ssion.

Not e the change in tcpEStatsPat hSuntCct et sReor dered di vi ded
by the change i n tcpEStat sPat hNonRecovDAEpi sodes is an
estimates of the average reordering di stance, over sone
interval ."

::={ tcpEStatsPathEntry 3 }

t cpESt at sPat hNonRecovDA OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"Duplicate acks (or SACKS) that did not trigger a Fast
Retransmt because ACK advanced prior to the nunber of
dupl i cate acknow edgnents reachi ng RetranThresh.

In many inplenentations, this is the sumof the ’dupacks’
counter, just before it is set to zero because ACK advanced
wi t hout a Fast Retransmt.

Not e that the change in tcpEStatsPat hNonRecovDA di vi ded by
the change in tcpEStat sPat hNonRecovDAEpi sodes is an
estimate of the average reordering distance in segnments
over sone interval."

REFERENCE
"RFC 2581, TCP Congestion Control™

.= { tcpEStatsPathEntry 4 }
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-- The followi ng optional objects instrument the round trip
-- time estimator and the retransm ssion tinmeout tiner.

t cpESt at sPat hSanpl eRTT OBJECT- TYPE

SYNTAX Gauge32

UNI TS "mlliseconds"
MAX- ACCESS read-only
STATUS current

DESCRI PTI ON

"The npbst recent raw round trip tinme neasurenment used in
cal cul ati on of the RTO "

REFERENCE
"RFC 2988, Computing TCP' s Retransmi ssion Tinmer"

::={ tcpEStatsPathEntry 11 }

t cpESt at sPat hRTTVar OBJECT- TYPE

SYNTAX Gauge32

UNI TS "mlliseconds"
MAX- ACCESS read-only
STATUS current

DESCRI PTI ON

"The round trip time variation used in calculation of the
RTO. See RTTVAR in [ RFC2988]."
REFERENCE
"RFC 2988, Computing TCP' s Retransmi ssion Tinmer"
::={ tcpEStatsPathEntry 12 }

t cpESt at sPat hMaxRTT  OBJECT- TYPE

SYNTAX Gauge32
UNI TS "mlliseconds"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The maxi mum sanpled round trip tine."
REFERENCE

"RFC 2988, Conputing TCP's Retransmi ssion Tiner"
::={ tcpEStatsPathEntry 13 }

t cpESt at sPat hM nRTT OBJECT- TYPE

SYNTAX Gauge32
UNI' TS "mlliseconds"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The m ni mum sanpled round trip time."
REFERENCE
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"RFC 2988, Conputing TCP's Retransm ssion Tiner"
.= { tcpEStatsPathEntry 14 }

t cpESt at sPat hSUMRTT OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
UNI TS "mlliseconds"
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The sum of all sampled round trip times.

Note that the change in tcpEStatsPathSunRTT divided by the
change in tcpEStatsPathCountRTT is the mean RTT, uniformy
averaged over an enter interval."
REFERENCE
"RFC 2988, Computing TCP' s Retransm ssion Timer"
::={ tcpEStatsPathEntry 15 }

t cpESt at sPat hHCSUnRTT OBJECT- TYPE

SYNTAX Zer oBasedCount er 64
UNI TS "mlliseconds"
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The sum of all sanmpled round trip tines, on all systens
that inplement multiple concurrent RTT neasurenents.

Note that the change in tcpEStatsPat hHCSUnRTT di vi ded by
the change in tcpEStatsPathCountRTT is the mean RITT,
uniformy averaged over an enter interval."
REFERENCE
"RFC 2988, Conputing TCP's Retransmi ssion Tiner"
::={ tcpEStatsPathEntry 16 }

t cpESt at sPat hCount RTT OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The nunber of round trip tine sanples included in

t cpESt at sPat hSunRTT and t cpESt at sPat hHCSunRTT. "
REFERENCE

"RFC 2988, Conputing TCP's Retransm ssion Tiner"
.= { tcpEStatsPathEntry 17 }

t cpESt at sPat hMaxRTO OBJECT- TYPE

SYNTAX Gauge32
UNI TS "mlliseconds"
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MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The maxi num val ue of the retransmt tinmer RTO"
REFERENCE

"RFC 2988, Conputing TCP's Retransm ssion Tiner"
.= { tcpEStatsPathEntry 18 }

t cpESt at sPat hM nRTO OBJECT- TYPE

SYNTAX Gauge32

UNI TS "mlliseconds"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The m ni mum val ue of the retransnmit timer RTO"
REFERENCE

"RFC 2988, Computing TCP' s Retransm ssion Timer"
.= { tcpEStatsPathEntry 19 }

The foll owi ng optional objects provide informati on about
how TCP is using the IP |ayer.

tcpESt at sPat hl pTt1  OBJECT- TYPE

SYNTAX Unsi gned32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The value of the TTL field carried in the nost recently
received | P header. This is sonetines useful to detect
changi ng or unstable routes."

REFERENCE
"RFC 791, Internet Protocol"
::={ tcpEStatsPathEntry 20 }

t cpESt at sPat hl pTosln  OBJECT- TYPE

Mat hi s,

SYNTAX OCTET STRING (Sl ZE(1))
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"The val ue of the I Pv4 Type of Service octet, or the |Pv6

2007

traffic class octet, carried in the nost recently received

| P header.

This is useful to diagnose interactions between TCP and any
| P | ayer packet scheduling and delivery policy, which m ght

be in effect to inplenent Diffserv."
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REFERENCE
"RFC 3260, New Term nology and Clarifications for D ffserv"
.= { tcpEStatsPathEntry 21 }

t cpESt at sPat hl pTosQut  OBJECT- TYPE

SYNTAX OCTET STRING (Sl ZE(1))
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"The value of the IPv4 Type O Service octet, or the |IPv6
traffic class octet, carried in the nost recently
transmtted | P header

This is useful to diagnose interactions between TCP and any
| P | ayer packet scheduling and delivery policy, which mght
be in effect to inplenent Diffserv."
REFERENCE
"RFC 3260, New Term nology and Clarifications for D ffserv"
.= { tcpEStatsPathEntry 22 }

-- The follow ng optional objects characterize the congestion
-- feedback signals by collecting statistics on how the

-- congestion events are correlated to | osses, changes in RTT
-- and other protocol events.

t cpESt at sPat hPr eCongSumownd  OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
UNI TS "octets"

MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The sum of the val ues of the congestion w ndow, in octets,
captured each time a congestion signal is received. This
MUST be updated each tine tcpEStatsPerfCongSignals is
i ncrenented, such that the change in
t cpESt at sPat hPr eCongSuntwnd di vi ded by the change in
t cpESt at sPerf CongSi gnal s is the average w ndow (over sone
interval) just prior to a congestion signal."

::={ tcpEStatsPathEntry 23 }

t cpESt at sPat hPr eCongSunRTT OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
UNI TS "mlliseconds"
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON
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"Sum of the |ast sanple of the RTT (tcpEStatsPathSanpl eRTT)
prior to the received congestion signals. This MJST be
updat ed each tine tcpEStatsPerfCongSignals is increnmented,
such that the change in tcpEStatsPat hPreCongSunRTT di vi ded by
the change in tcpEStatsPerfCongSignals is the average RTT
(over sone interval) just prior to a congestion signal."

.= { tcpEStatsPathEntry 24 }

t cpESt at sPat hPost CongSunRTT OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
UNI TS "octets"

MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"Sum of the first sanple of the RTT (tcpEStatsPat hSanpl eRTT)
foll owi ng each congestion signal. Such that the change in
t cpESt at sPat hPost CongSunRTT di vi ded by the change in
t cpESt at sPat hPost CongCount RTT i s the average RTT (over sone
interval) just after a congestion signal."
.= { tcpEStatsPat hEntry 25 }

t cpESt at sPat hPost CongCount RTT OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
UNI TS "mlliseconds"
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The nunber of RTT samples included in
t cpESt at sPat hPost CongSunRTT such that the change in
t cpESt at sPat hPost CongSunRTT di vi ded by the change in
t cpESt at sPat hPost CongCount RTT is the average RTT (over sone
interval) just after a congestion signal."
:= { tcpEStatsPat hEntry 26 }

-- The follow ng optional objects can be used to detect other
-- types of non-loss congestion signals such as source quench
-- or ECN

t cpESt at sPat hECNsi gnal s OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

Mat hi s,

"The nunber of congestion signals delivered to the TCP
sender via explicit congestion notification (ECN). This is
typically the nunber of segments bearing Echo Congestion
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Experienced (ECE) bits, but
shoul d al so include segnents failing the ECN nonce check or
ot her explicit congestion signals."

REFERENCE
"RFC 3168, The Addition of Explicit Congestion Notification
(ECN) to I P"

.= { tcpEStatsPathEntry 27 }

-- The follow ng optional objects are receiver side

-- instrunments of the path fromthe sender to the receiver. In
-- general, the receiver has |less information about the state
-- of the path because the receiver does not have a robust

-- mechanismto infer the sender’s actions.

t cpESt at sPat hDupAckEpi sodes OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The nunber of Duplicate Acks Sent when prior Ack was not
duplicate. This is the nunmber of tines that a contiguous
series of duplicate acknow edgnents have been sent.

This is an indication of the nunber of data segnments | ost
or reordered on the path fromthe renote TCP endpoint to
the near TCP endpoint."

REFERENCE
"RFC 2581, TCP Congestion Control"

.= { tcpEStatsPathEntry 28 }

t cpESt at sPat hRevRTT  OBJECT- TYPE

SYNTAX Gauge32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The receiver’s estimate of the Path RTT.
Adapti ve receiver wi ndow al gorithms depend on the receiver
to having a good estimate of the path RTT."

.= { tcpEStatsPathEntry 29 }

t cpESt at sPat hDupAcksQut  OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON
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"The nunber of duplicate ACKs sent. The ratio of the change
i n tcpEStat sPat hDupAcksQut to the change in
t cpESt at sPat hDupAckEpi sodes is an indication of reorder or
recovery di stance over some interval."

REFERENCE
"RFC 2581, TCP Congestion Control"

.= { tcpEStatsPathEntry 30 }

t cpESt at sPat hCERcvd  OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"The nunber of segnents received with |IP headers bearing
Congesti on Experienced (CE) markings."

REFERENCE
"RFC 3168, The Addition of Explicit Congestion Notification
(ECN) to IP"

.= { tcpEStatsPathEntry 31 }

t cpESt at sPat hECESent  OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

“Nunber of times the Echo Congestion Experienced (ECE) bit
in the TCP header has been set (transitioned fromO to 1),
due to a Congestion Experienced (CE) marking on an IP
header. Note that ECE can be set and reset only once per
RTT, while CE can be set on many segnents per RTT."

REFERENCE
"RFC 3168, The Addition of Explicit Congestion Notification
(ECN) to IP"

::={ tcpEStatsPathEntry 32 }

t cpESt at sSt ackTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF TcpESt atsStackEntry
MAX- ACCESS not -accessi bl e

STATUS current

DESCRI PTI ON

"This table contains objects that are nost useful for
determ ni ng how well some of the TCP control
algorithns are coping with this particular
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Entries are retained in this table for the number of
seconds indicated by the tcpEStatsConnTabl eLat ency
object, after the TCP connection first enters the cl osed

state."
.= { tcpEStats 5 }

tcpESt at sSt ackEntry OBJECT- TYPE

SYNTAX TcpESt at sSt ackEntry
MAX- ACCESS not - accessi bl e
STATUS current

DESCRI PTI ON

"Each entry in this table has information about the
characteristics of each active and recently closed TCP

connection."
NDEX { tcpEStat sConnect| ndex }
= { tcpEStatsStackTable 1 }

TcpESt at sSt ackEntry :: = SEQUENCE ({

Mat hi s,

t cpESt at sSt ackAct i veOpen

t cpESt at sSt ackMSSSent

t cpESt at sSt ackMSSRevd

t cpESt at sSt ackW nScal eSent

t cpESt at sSt ackW nScal eRcvd

t cpESt at sSt ackTi neSt anps

t cpESt at sSt ackECN

t cpESt at sSt ackW | | SendSACK

t cpESt at sSt ackW | | UseSACK

tcpESt at sSt ackSt at e

t cpESt at sSt ackNagl e

t cpESt at sSt ackMaxSsCwnd

t cpESt at sSt ackMaxCaCwnd

t cpESt at sSt ackMaxSst hr esh

t cpESt at sSt ackM nSst hr esh

t cpESt at sSt ackl nRecovery

t cpESt at sSt ackDupAcksl n

t cpESt at sSt ackSpuri ousFr Det ect ed
t cpESt at sSt ackSpuri ousRt oDet ect ed
t cpESt at sSt ackSof t Error s

t cpESt at sSt ackSof t Er r or Reason

t cpESt at sSt ackSl owst ar t

t cpESt at sSt ackCongAvoi d

t cpESt at sSt ackQt her Reduct i ons

t cpESt at sSt ackCongOver Count

t cpESt at sSt ackFast Ret r an

t cpESt at sSt ackSubsequent Ti neout s

et al. St andards Track

Tr ut hval ue,

Unsi gned32,

Unsi gned32,

I nt eger 32,

I nt eger 32,
TcpESt at sNegot i at ed
TcpESt at sNegot i at ed,
TcpESt at sNegot i at ed
TcpESt at sNegot i at ed
| NTEGER

Tr ut hVal ue,

Gauge32,

Gauge32,

Gauge32,

Gauge32,

| NTEGER

Zer oBasedCount er 32,
Zer oBasedCount er 32,
Zer oBasedCount er 32,
Zer oBasedCount er 32,
| NTEGER

Zer oBasedCount er 32,
Zer oBasedCount er 32,
Zer oBasedCount er 32,
Zer oBasedCount er 32,
Zer oBasedCount er 32,
Zer oBasedCount er 32,
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t cpESt at sSt ackCur Ti meout Count
t cpESt at sSt ackAbr upt Ti meout s
t cpESt at sSt ackSACKsRevd

t cpESt at sSt ack SACKBI ocksRecvd
t cpESt at sSt ackSendSt al

t cpESt at sSt ack DSACKDups

t cpESt at sSt ackMaxMsS

t cpESt at sSt ackM nMsS

tcpESt at sSt ackSndl niti a
tcpESt at sSt ackRecl niti a

t cpESt at sSt ackCur Ret xQueue

t cpESt at sSt ackMaxRet xQueue

t cpESt at sSt ackCur ReasnfQueue
t cpESt at sSt ackMaxReasnfQueue

Gauge32,

Zer oBasedCount er 32,
Zer oBasedCount er 32,
Zer oBasedCount er 32,
Zer oBasedCount er 32,
Zer oBasedCount er 32,
Gauge32,

Gauge32,

Unsi gned32,

Unsi gned32,
Gauge32,

Gauge3?2,

Gauge32,

Gauge32

-- The follow ng objects reflect TCP options carried on the

-- SYN or SYN- ACK
-- additiona
-- optiona

pr ot oco

-- Except as noted, the TCP protoco
-- options to change after the SYN exchange.

t cpESt at sSt ackActi veQpen OBJECT- TYPE
SYNTAX Tr ut hval ue
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"True(l) if the loca
state, else false(2)."

REFERENCE

"RFC 793, Transm ssion Contro

= { tcpEStatsStackEntry 1 }

t cpESt at sSt ackMsSSent OBJECT- TYPE
SYNTAX Unsi gned32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The val ue sent in an MSS option

REFERENCE
"RFC 1122, Requirenments for Internet Hosts - Conmunication

Mat hi s,

et al.

Layers"

= { tcpEStatsStackEntry 2 }

St andards Track

These options are used to provide
paranmeters or to enable various
TCP features or algorithms.

does not permt these

connection traversed the SYN SENT

Pr ot ocol "

zero if none."
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t cpESt at sSt ackMSSRcvd  OBJECT- TYPE

SYNTAX Unsi gned32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The val ue received in an MSS option, or zero if none."
REFERENCE
"RFC 1122, Requirements for Internet Hosts - Conmunication
Layers"

::={ tcpEStatsStackEntry 3 }

t cpESt at sSt ackW nScal eSent OBJECT- TYPE

SYNTAX Integer32 (-1..14)
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The value of the transmtted wi ndow scale option if one was
sent; otherw se, a value of -1

Note that if both tcpEStatsStackW nScal eSent and
t cpESt at sSt ackW nScal eRcvd are not -1, then Rcv. Wnd. Scal e

will be the same as this value and used to scal e receiver
wi ndow announcenments fromthe |ocal host to the renpte
host . "

REFERENCE

"RFC 1323, TCP Extensions for Hi gh Perfornance"
.= { tcpEStatsStackEntry 4 }

t cpESt at sSt ackW nScal eRcvd  OBJECT- TYPE

SYNTAX Integer32 (-1..14)
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The value of the received wi ndow scale option if one was
received; otherw se, a value of -1

Note that if both tcpEStatsStackW nScal eSent and
t cpESt at sSt ackW nScal eRcvd are not -1, then Snd. Wnd. Scal e

will be the sane as this value and used to scal e receiver
w ndow announcenents fromthe renpte host to the | oca
host. "

REFERENCE

"RFC 1323, TCP Extensions for Hi gh Perfornance"
.= { tcpEStatsStackEntry 5 }

t cpESt at sSt ackTi neSt anps  OBJECT- TYPE

SYNTAX TcpESt at sNegot i at ed
MAX- ACCESS read-only
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STATUS current
DESCRI PTI ON
"Enabl ed(1) if TCP tinmestanps have been negotiated on,
sel fDisabled(2) if they are disabled or not inplemented on
the | ocal host, or peerDisabled(3) if not negotiated by the
remote hosts."
REFERENCE
"RFC 1323, TCP Extensions for Hi gh Perfornance"
::={ tcpEStatsStackEntry 6 }

t cpESt at sSt ackECN  OBJECT- TYPE

SYNTAX TcpESt at sNegot i at ed
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"Enabl ed(1) if Explicit Congestion Notification (ECN) has
been negoti ated on, selfDisabled(2) if it is disabled or
not inplenmented on the |ocal host, or peerDi sabled(3) if
not negotiated by the renpte hosts."

REFERENCE
"RFC 3168, The Addition of Explicit Congestion Notification
(ECN) to IP"

::={ tcpEStatsStackEntry 7 }

t cpESt at sSt ackW | | SendSACK  OBJECT- TYPE

SYNTAX TcpESt at sNegot i at ed
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"Enabl ed(1) if the local host will send SACK options,

sel fDisabled(2) if SACK is disabled or not inplenented on
the I ocal host, or peerDisabled(3) if the renpte host did
not send the SACK-pernitted option.

Note that SACK negotiation is not symetrical. SACK can
enabl ed on one side of the connection and not the other."
REFERENCE
"RFC 2018, TCP Sel ective Acknow edgenment Options"
.= { tcpEStatsStackEntry 8 }

tcpESt at sSt ackW | | UseSACK  OBJECT- TYPE

SYNTAX TcpESt at sNegot i at ed
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"Enabl ed(1) if the local host will process SACK options,
sel fDisabled(2) if SACK is disabled or not inplenented on
the | ocal host, or peerDisabled(3) if the renpte host sends
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duplicate ACKs wi thout SACK options, or the |ocal host
ot herwi se deci des not to process received SACK options.

Unli ke other TCP options, the renote data receiver cannot
explicitly indicate if it is able to generate SACK opti ons.
When sending data, the local host has to deduce if the
renote receiver is sending SACK options. This object can
transition from Enabl ed(1) to peerDisabled(3) after the SYN
exchange.

Note that SACK negotiation is not symetrical. SACK can
enabl ed on one side of the connection and not the other."

REFERENCE

"RFC 2018, TCP Sel ective Acknow edgenment Opti ons"

= { tcpEStatsStackEntry 9 }

-- The following two objects reflect the current state of the
-- connection.

tcpESt at sSt ackSt ate OBJECT- TYPE
SYNTAX | NTEGER {

t cpESSt at eCl osed( 1),

t cpESSt at eLi sten(2),

t cpESSt at eSynSent (3),

t cpESSt at eSynRecei ved(4),
t cpESSt at eEst abl i shed(5),
t cpESSt at eFi nWai t 1(6),

t cpESSt at eFi nWai t 2(7),

t cpESSt at e oseWai t (8),

t cpESSt at eLast Ack(9),

t cpESSt at ed osi ng(10),

t cpESSt at eTi meVi t (11),

t cpESSt at eDel et eTcb(12)

}

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

Mat hi s,

"An integer value representing the connection state fromthe
TCP State Transition Di agram

The value listen(2) is included only for parallelismto the
ol d tcpConnTabl e, and SHOULD NOT be used because the listen
state in nanaged by the tcpListenerTable.

The val ue Del eteTchb(12) is included only for parallelismto
the tcpConnTabl e mechani sm for term nating connecti ons,
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al t hough this table does not permt witing."
REFERENCE

"RFC 793, Transnission Control Protocol"
::={ tcpEStatsStackEntry 10 }

t cpESt at sSt ackNagl e  OBJECT- TYPE

SYNTAX Trut hVal ue
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"True(l) if the Nagle algorithmis being used, else
false(2)."
REFERENCE
"RFC 1122, Requirenments for Internet Hosts - Conmunication
Layers"

::={ tcpEStatsStackEntry 11 }

-- The follow ng objects instrument the overall operation of
-- TCP congestion control and data retransm ssions. These

-- instrunents are sufficient to fit the actual performance to
-- an updated macroscopi c perfornmance nodel [RFC2581] [ Mat97]
--  [Pad98].

t cpESt at sSt ackMaxSsCwnd  OBJECT- TYPE

SYNTAX Gauge32

UNI TS "octets"

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"The maxi mum congesti on wi ndow used during Slow Start, in
octets."

REFERENCE

"RFC 2581, TCP Congestion Control™
.= { tcpEStatsStackEntry 12 }

t cpESt at sSt ackMaxCaCwnd  OBJECT- TYPE

SYNTAX Gauge32
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The maxi mum congesti on wi ndow used duri ng Congestion
Avoi dance, in octets."

REFERENCE
"RFC 2581, TCP Congestion Control™

.= { tcpEStatsStackEntry 13 }
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t cpESt at sSt ackMaxSst hresh  OBJECT- TYPE

SYNTAX Gauge32
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The maxi mum sl ow start threshold, excluding the initial
val ue. "
REFERENCE

"RFC 2581, TCP Congestion Control"
::={ tcpEStatsStackEntry 14 }

t cpESt at sSt ackM nSst hresh  OBJECT- TYPE

SYNTAX Gauge32
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The m ni mum sl ow start threshold."
REFERENCE

"RFC 2581, TCP Congestion Control"
::={ tcpEStatsStackEntry 15 }

t cpESt at sSt ackl nRecovery OBJECT- TYPE
SYNTAX | NTEGER {
t cpESDat aCont i guous( 1),
t cpESDat aUnor der ed( 2) ,
t cpESDat aRecover y( 3)

}

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"An integer value representing the state of the |oss
recovery for this connection.

t cpESDat aCont i guous(1) indicates that the renote receiver
is reporting contiguous data (no duplicate acknow edgnents
or SACK options) and that there are no unacknow edged
retransm ssi ons.

t cpESDat aUnor dered(2) indicates that the renmpote receiver is
reporting mssing or out-of-order data (e.g., sending

dupl i cate acknow edgnents or SACK options) and that there
are no unacknow edged retransm ssions (because the m ssing
data has not yet been retransmitted).

t cpESDat aRecovery(3) indicates that the sender has
outstanding retransmitted data that is still
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unacknow edged. "
REFERENCE
"RFC 2581, TCP Congestion Control"
::={ tcpEStatsStackEntry 16 }

t cpESt at sSt ackDupAcksin  OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The nunber of duplicate ACKs received."
REFERENCE

"RFC 2581, TCP Congestion Control"
.= { tcpEStatsStackEntry 17 }

t cpESt at sSt ackSpuri ousFr Det ect ed OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The nunber of acknow edgnents reporting out-of-order
segnents after the Fast Retransmit al gorithm has already
retransmtted the segnents. (For exanple as detected by the
Eifel algorithm.""

REFERENCE
"RFC 3522, The Eifel Detection Al gorithmfor TCP"
::={ tcpEStatsStackEntry 18 }

t cpESt at sSt ackSpuri ousRt oDet ected OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The nunber of acknow edgnents reporting segnents that have
al ready been retransmtted due to a Retransm ssion Tinmeout."
.= { tcpEStatsStackEntry 19 }

-- The follow ng optional objects instrument unusual protoco
-- events that probably indicate inplementation problens in
-- the protocol or path.

t cpESt at sSt ackSof t Errors  OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON
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"The nunber of segments that fail various consistency tests
during TCP input processing. Soft errors might cause the
segnent to be discarded but sone do not. Sonme of these soft
errors cause the generation of a TCP acknow edgnment, while
others are silently discarded.”

REFERENCE
"RFC 793, Transni ssion Control Protocol"

.= { tcpEStatsStackEntry 21 }

t cpESt at sSt ackSof t Er r or Reason  OBJECT- TYPE

Mat hi s,

SYNTAX | NTEGER {
bel owDat aW ndow( 1) ,
aboveDat aW ndow( 2) ,
bel owAckW ndow( 3),
aboveAckW ndow 4) ,
bel owT'SW ndow( 5) ,
aboveTSW ndow( 6) ,
dat aCheckSum(7),
ot her Sof t Er r or ( 8)

}

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"This object identifies which consistency test nobst recently
failed during TCP i nput processing. This object SHOULD be
set every tinme tcpEStatsStackSoftErrors is increnented. The
codes are as follows:

bel owDat aW ndow( 1) - All data in the segnent is bel ow
SND. UNA. (Normal for keep-alives and zero w ndow probes).

aboveDat aW ndow(2) - Sonme data in the segnent is above
SND. WAD. (I ndi cates an inpl enentati on bug or possible
attack).

bel owAckW ndow( 3) - ACK bel ow SND. UNA. (I ndicates that the
return path is reordering ACKs)

aboveAckW ndow(4) - An ACK for data that we have not sent.
(I'ndicates an inplenmentation bug or possible attack).

bel owTSW ndow(5) - TSecr on the segnent is older than the
current TS.Recent (Normal for the rare case where PAWS
detects data reordered by the network).

aboveTSW ndow( 6) - TSecr on the segnent is newer than the

current TS.Recent. (Indicates an inplenentation bug or
possi bl e attack).
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dat aCheckSum(7) - Incorrect checksum Note that this val ue
isintrinsically fragile, because the header fields used to
identify the connection may have been corrupted.

otherSoftError(8) - Al other soft errors not listed
above."
REFERENCE
"RFC 793, Transnission Control Protocol"
::={ tcpEStatsStackEntry 22 }

-- The follow ng optional objects expose the detail ed
-- operation of the congestion control algorithms.

tcpESt at sSt ackSl owsSt art OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The nunber of tines the congestion wi ndow has been
i ncreased by the Slow Start algorithm?™”
REFERENCE
"RFC 2581, TCP Congestion Control"
.= { tcpEStatsStackEntry 23 }

t cpESt at sSt ackCongAvoi d  OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The nunber of tines the congestion wi ndow has been
i ncreased by the Congestion Avoi dance algorithm?"
REFERENCE
"RFC 2581, TCP Congestion Control"
.= { tcpEStatsStackEntry 24 }

t cpESt at sSt ackOQt her Reducti ons OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The nunber of congestion wi ndow reductions made as a result
of anything other than Al MD congestion control algorithns.
Exanmpl es of non-multiplicative wi ndow reductions include
Congesti on Wndow Val i dati on [ RFC2861] and experi nenta
al gorithnms such as Vegas [ Bra94].
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Al'l w ndow reducti ons MJST be counted as either
t cpESt at sPer f CongSi gnal s or tcpESt atsStackQt her Reducti ons. ™
REFERENCE

"RFC 2861, TCP Congesti on W ndow Val i dation”
.= { tcpEStatsStackEntry 25 }

t cpESt at sSt ackCongOver Count  OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The nunber of congestion events that were 'backed out’ of
the congestion control state nachine such that the
congestion wi ndow was restored to a prior value. This can
happen due to the Eifel algorithm[RFC3522] or other
algorithms that can be used to detect and cancel spurious
i nvocations of the Fast Retransmt Al gorithm

Al'though it may be feasible to undo the effects of spurious
i nvocation of the Fast Retransmit congestion events cannot
easily be backed out of tcpEStatsPerfCongSignals and
t cpESt at sPat hPr eCongSunownd, etc.”
REFERENCE
"RFC 3522, The Eifel Detection Al gorithmfor TCP"
.= { tcpEStatsStackEntry 26 }

t cpESt at sSt ackFast Retran OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The nunber of invocations of the Fast Retransmit algorithm?"
REFERENCE

"RFC 2581, TCP Congestion Control™
.= { tcpEStatsStackEntry 27 }

t cpESt at sSt ackSubsequent Ti neouts OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The nunber of tines the retransmt tineout has expired after
the RTO has been doubled. See Section 5.5 of RFC 2988."
REFERENCE
"RFC 2988, Computing TCP' s Retransm ssion Timer"
::={ tcpEStatsStackEntry 28 }
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t cpESt at sSt ackCur Ti neout Count  OBJECT- TYPE

SYNTAX Gauge32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The current nunber of tinmes the retransmt timeout has
expired without receiving an acknow edgnment for new data.
t cpESt at sSt ackCur Ti neout Count is reset to zero when new
data i s acknow edged and increnented for each invocation of
Section 5.5 of RFC 2988."

REFERENCE
"RFC 2988, Conputing TCP's Retransm ssion Tiner"

.= { tcpEStatsStackEntry 29 }

t cpESt at sSt ackAbr upt Ti meouts OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"The nunber of tineouts that occurred wi thout any

i medi ately preceding duplicate acknow edgnents or ot her

i ndi cati ons of congestion. Abrupt Timeouts indicate that
the path | ost an entire wi ndow of data or acknow edgnents.

Ti meouts that are preceded by duplicate acknow edgnents or
ot her congestion signals (e.g., ECN) are not counted as
abrupt, and m ght have been avoi ded by a nore sophisticated
Fast Retransmit algorithm™

REFERENCE
"RFC 2581, TCP Congestion Control"

.= { tcpEStatsStackEntry 30 }

t cpESt at sSt ackSACKsRcvd  OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The nunber of SACK options received."
REFERENCE

"RFC 2018, TCP Sel ective Acknow edgenent Opti ons"
.= { tcpEStatsStackEntry 31 }

t cpESt at sSt ackSACKBI ocksRcvd  OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"The nunber of SACK bl ocks received (w thin SACK options)."
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REFERENCE
"RFC 2018, TCP Sel ective Acknow edgenment Opti ons"
::={ tcpEStatsStackEntry 32 }

tcpESt at sSt ackSendSt al I OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The nunber of interface stalls or other sender |oca
resource limtations that are treated as congestion
signals."

.= { tcpEStatsStackEntry 33 }

t cpESt at sSt ackDSACKDups OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

"The nunber of duplicate segnents reported to the |ocal host
by D SACK bl ocks."
REFERENCE
"RFC 2883, An Extension to the Sel ective Acknow edgenent
(SACK) Option for TCP'
.= { tcpEStatsStackEntry 34 }

The foll owi ng optional objects instrument path MIuU
di scovery.

t cpESt at sSt ackMaxMsS  OBJECT- TYPE

SYNTAX Gauge32
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The maxi mum MSS, in octets."
REFERENCE

"RFC 1191, Path MrU di scovery"
.= { tcpEStatsStackEntry 35 }

t cpESt at sSt ackM nMSS  OBJECT- TYPE

Mat hi s,

SYNTAX Gauge32
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
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"The m nimum MSS, in octets."
REFERENCE

"RFC 1191, Path MrU di scovery"
::={ tcpEStatsStackEntry 36 }

-- The following optional initial value objects are useful for
-- conformance testing instrunents on application progress and
-- consuned network resources.

tcpESt at sSt ackSndl nitial OBJECT- TYPE

SYNTAX Unsi gned32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"Initial send sequence nunber. Note that by definition
tcpESt at sSt ackSndl nitial never changes for a given
connection."

REFERENCE
"RFC 793, Transni ssion Control Protocol"
::={ tcpEStatsStackEntry 37 }

tcpESt at sSt ackReclnitial OBJECT- TYPE

SYNTAX Unsi gned32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"Initial receive sequence nunber. Note that by definition
tcpESt at sSt ackRecl nitial never changes for a given
connection."

REFERENCE
"RFC 793, Transni ssion Control Protocol"
::={ tcpEStatsStackEntry 38 }

-- The follow ng optional objects instrunent the senders

--  buffer usage, including any buffering in the application
-- interface to TCP and the retransnit queue. Al 'buffer
-- nmenory’ instruments are assumed to include OS data

-- structure overhead.

t cpESt at sSt ackCur Ret xQueue OBJECT- TYPE

SYNTAX Gauge32
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
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DESCRI PTI ON
"The current nunber of octets of data occupying the
retransmt queue."
::={ tcpEStatsStackEntry 39 }

t cpESt at sSt ackMaxRet xQueue OBJECT- TYPE
SYNTAX Gauge32
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The maxi mum nunber of octets of data occupying the
retransmt queue."
.= { tcpEStatsStackEntry 40 }

t cpESt at sSt ackCur Reasnfueue OBJECT- TYPE
SYNTAX Gauge32
UNI TS "octets"”
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The current nunber of octets of sequence space spanned by
the reassenbly queue. This is generally the difference
bet ween rcv. nxt and the sequence nunmber of the right nost
edge of the reassenbly queue."

.= { tcpEStatsStackEntry 41 }

t cpESt at sSt ackMaxReasnmfueue OBJECT- TYPE
SYNTAX Gauge32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The maxi mum val ue of tcpEStatsStackCur ReasnfQueue”
.= { tcpEStatsStackEntry 42 }

Statistics for diagnosing interactions between
applications and TCP

t cpESt at sAppTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF TcpESt at sAppEntry
MAX- ACCESS not-accessi bl e

STATUS current

DESCRI PTI ON

"This table contains objects that are usefu

for

determning if the application using TCP is

Mat his, et al
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limting TCP perfornmance.

Entries are retained in this table for the number of
seconds indicated by the tcpEStatsConnTabl eLat ency
object, after the TCP connection first enters the cl osed
state.”

.= { tcpEStats 6 }

t cpESt at sAppEntry OBJECT- TYPE

SYNTAX TcpESt at sAppEntry
MAX- ACCESS not - accessi bl e
STATUS current

DESCRI PTI ON

"Each entry in this table has information about the
characteristics of each active and recently closed TCP
connection."

| NDEX { tcpEStatsConnectlndex }

::= { tcpEStatsAppTable 1 }

TcpESt at sAppEntry :: = SEQUENCE {
t cpESt at sAppSndUna Count er 32,
t cpESt at sAppSndNxt Unsi gned32,
t cpESt at sAppSndMax Count er 32,
t cpESt at sAppThr uCct et sAcked Zer oBasedCount er 32,
t cpESt at sAppHCThr uCct et sAcked Zer oBasedCount er 64,
t cpESt at sAppRcvNxt Count er 32,
t cpESt at sAppThr uCct et sRecei ved Zer oBasedCount er 32,
t cpESt at sAppHCThr uCct et sRecei ved Zer oBasedCount er 64,
t cpESt at sAppCur AppWueue Gauge32,
t cpESt at sAppMaxAppWueue Gauge32,
t cpESt at sAppCur AppRQueue Gauge32,
t cpESt at sAppMaxAppRQueue Gauge32

}

-- The follow ng objects provide throughput statistics for the
-- connection including sequence nunbers and el apsed

-- application data. These permt direct observation of the
-- applications progress, in terns of elapsed data delivery

-- and el apsed timne.

t cpESt at sAppSndUna OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
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"The val ue of SND. UNA, the ol dest unacknow edged sequence
nunber.

Note that SND.UNA is a TCP state variable that is congruent
to Counter32 semantics.”
REFERENCE
"RFC 793, Transni ssion Control Protocol"
::={ tcpEStatsAppEntry 1 }

t cpESt at sAppSndNxt  OBJECT- TYPE

SYNTAX Unsi gned32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The val ue of SND. NXT, the next sequence nunber to be sent.
Not e that tcpEStatsAppSndNxt is not nonotonic (and thus not
a counter) because TCP sonetinmes retransmts |ost data by
pul I i ng tcpESt at sAppSndNxt back to the mi ssing data."
REFERENCE
"RFC 793, Transni ssion Control Protocol"
::={ tcpEStatsAppEntry 2 }

t cpESt at sAppSndivax OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The farthest forward (right nost or |argest) SND. NXT val ue.
Note that this will be equal to tcpEStatsAppSndNxt except
when t cpESt at sAppSndNxt is pull ed back during recovery."

REFERENCE
"RFC 793, Transnission Control Protocol"
::={ tcpEStatsAppEntry 3 }

t cpESt at sAppThr uCct et sAcked OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The nunber of octets for which cumul ati ve acknow edgnent s
have been received. Note that this will be the sum of

changes to tcpEStat sAppSndUna. "
::={ tcpEStatsAppEntry 4 }

t cpESt at sAppHCThr uCct et sAcked OBJECT- TYPE

SYNTAX Zer oBasedCount er 64
UNI TS "octets"
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MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of octets for which cumul ati ve acknow edgnent s
have been received, on systens that can receive nore than
10 mllion bits per second. Note that this will be the sum
of changes in tcpEStatsAppSndUna. "

::={ tcpEStatsAppEntry 5 }

t cpESt at sAppRcvNkt OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The val ue of RCV.NXT. The next sequence numnber expected on
an incom ng segnent, and the left or |ower edge of the
recei ve wi ndow.

Note that RCV.NXT is a TCP state variable that is congruent
to Counter32 semantics."

REFERENCE
"RFC 793, Transmni ssion Control Protocol"”

::= { tcpEStatsAppEntry 6 }

t cpESt at sAppThr uCct et sRecei ved OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The nunber of octets for which cunul ati ve acknow edgnents
have been sent. Note that this will be the sum of changes

to tcpEStat sAppRcvNxt . "
::= { tcpEStatsAppEntry 7 }

t cpESt at sAppHCThr uCct et sRecei ved OBJECT- TYPE

SYNTAX Zer oBasedCount er 64
UNI TS "octets"

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"The nunber of octets for which cunul ati ve acknow edgnents
have been sent, on systens that can transmt nore than 10
mllion bits per second. Note that this will be the sum of
changes in tcpEStat sAppRcvNxt . "

::={ tcpEStatsAppEntry 8 }

t cpESt at sAppCur AppWueue OBJECT- TYPE
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SYNTAX Gauge32
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The current nunber of octets of application data buffered
by TCP, pending first transmission, i.e., to the left of
SND. NXT or SndMax. This data will generally be transmtted
(and SND. NXT advanced to the left) as soon as there is an
avai |l abl e congesti on wi ndow (cwnd) or receiver w ndow
(rwin). This is the anbunt of data readily available for
transm ssion, wthout scheduling the application. TCP
performance may suffer if there is insufficient queued
wite data."

::={ tcpEStatsAppEntry 11 }

t cpESt at sAppMaxAppWueue OBJECT- TYPE
AX

SYNT. Gauge32
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The maxi mum nunber of octets of application data buffered
by TCP, pending first transmission. This is the maxi mum

val ue of tcpEStatsAppCur AppWQueue. This pair of objects can

be used to determine if insufficient queued data is steady
state (suggesting insufficient queue space) or transient
(suggesting insufficient application performance or
excessive CPU | oad or scheduler latency)."

.= { tcpEStatsAppEntry 12 }

t cpESt at sAppCur AppRQueue OBJECT- TYPE

SYNTAX Gauge32
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The current nunber of octets of application data that has
been acknowl edged by TCP but not yet delivered to the
application.”

::= { tcpEStatsAppEntry 13 }

t cpESt at sAppMaxAppRQueue OBJECT- TYPE

Mat hi s,

SYNTAX Gauge32
UNI TS "octets"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

et al. St andards Track [ Page 57]



RFC 4898 TCP Extended Statistics MB May 2007

"The maxi mum nunber of octets of application data that has
been acknow edged by TCP but not yet delivered to the
application."”

::= { tcpEStatsAppEntry 14 }

t cpESt at sTuneTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF TcpESt at sTuneEntry
MAX- ACCESS not -accessi bl e

STATUS current

DESCRI PTI ON

"This tabl e contains per-connection controls that can
be used to work around a number of common probl ens that
pl ague TCP over sone paths. All can be characterized as
limting the growth of the congestion wi ndow so as to
prevent TCP from overwhel mi ng some conponent in the
pat h.

Entries are retained in this table for the nunmber of
seconds indicated by the tcpEStatsConnTabl eLat ency
object, after the TCP connection first enters the cl osed
state.”

.= { tcpEStats 7 }

tcpESt at sTuneEntry OBJECT- TYPE

SYNTAX TcpESt at sTuneEntry
MAX- ACCESS not - accessi bl e
STATUS current

DESCRI PTI ON

"Each entry in this table is a control that can be used to
place limts on each active TCP connection."”

| NDEX { tcpEStatsConnectlndex }

.:= { tcpEStatsTuneTable 1 }

TcpESt at sTuneEntry :: = SEQUENCE {
t cpESt at sTuneLi mOand Unsi gned32,
t cpESt at sTuneLi nst hr esh Unsi gned32,
t cpESt at sTuneLi mRwi n Unsi gned32,
t cpESt at sTuneLi mvBS Unsi gned32
}
t cpESt at sTuneLi mowmnd OBJECT- TYPE
SYNTAX Unsi gned32
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UNI TS "octets"
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON

"A control to set the maxi mum congesti on w ndow that may be
used, in octets."
REFERENCE
"RFC 2581, TCP Congestion Control"
::={ tcpEStatsTuneEntry 1 }

t cpESt at sTuneLi n5st hresh  OBJECT- TYPE

SYNTAX Unsi gned32
UNI TS "octets"
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON

"A control to limt the maxi num queue space (in octets) that
this TCP connection is likely to occupy during slowstart.

It can be inplenmented with the al gorithmdescribed in
RFC 3742 by setting the max_ssthresh paraneter to twice
t cpESt at sTuneLi nsst hr esh

This algorithmcan be used to overcone sone TCP perfornmance
probl ens over network paths that do not have sufficient
buffering to withstand the bursts normally present during
sl owstart."
REFERENCE
"RFC 3742, Limted Slow Start for TCP wi th Large Congestion
W ndows"
::={ tcpEStatsTuneEntry 2 }

t cpESt at sTuneLi mRni n OBJECT- TYPE

SYNTAX Unsi gned32
UNI TS "octets"
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON

"A control to set the maxi mum w ndow adverti senent that nay
be sent, in octets."
REFERENCE
"RFC 793, Transm ssion Control Protocol"
::={ tcpEStatsTuneEntry 3 }

t cpESt at sTuneLi mvBsS OBJECT- TYPE

SYNTAX Unsi gned32
UNI TS "octets"
MAX- ACCESS read-wite
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STATUS current

DESCRI PTI ON
"Acontrol to limt the maxi num segnent size in octets, that
this TCP connection can use."

REFERENCE
"RFC 1191, Path MrU di scovery"

::={ tcpEStatsTuneEntry 4 }

-- TCP Extended Statistics Notifications G oup

t cpESt at sEst abl i shNoti fi cati on NOTI FI CATI ON- TYPE
OBJECTS {
t cpESt at sConnect | ndex

}
STATUS current
DESCRI PTI ON
"The indi cated connecti on has been accepted
(or alternatively entered the established state)."
::={ tcpEStatsNotifications 1}

t cpESt at sCl oseNot i fication NOTI FI CATI ON- TYPE
OBJECTS {
t cpESt at sConnect | ndex

}
STATUS current
DESCRI PTI ON
"The indi cated connection has left the
establ i shed state"
::={ tcpEStatsNotifications 2 }

t cpESt at sConpl i ances OBJECT | DENTI FI ER
::= { tcpEStatsConformance 1 }

t cpESt at sG oups OBJECT | DENTI FI ER
.. = { tcpEStatsConformance 2 }

-- Compliance Statenents

t cpESt at sConpl i ance MODULE- COVPLI ANCE
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STATUS current
DESCRI PTI ON
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"Conpliance statenent for all systens that inplenment TCP

ext ended statistics."

MODULE -- this nmodul e

MANDATORY- GROUPS {
t cpESt at sLi st ener G oup,
t cpESt at sConnect | dG oup,
t cpESt at sPer f G- oup,
t cpESt at sPat hG oup,
t cpESt at sSt ackG oup,
t cpESt at sAppG oup

}
GROUP t cpESt at sLi st ener HCG oup
DESCRI PTI ON

"This group is mandatory for all systens that can

wap the values of the 32-bit counters in

tcpEStatsLi stenerGroup in | ess than one hour.

GROUP t cpESt at sPer f Opti onal Group
DESCRI PTI ON
"This group is optional for all systems.”

GROUP t cpESt at sPer f HCGr oup

DESCRI PTI ON
"This group is nandatory for systens that can
wap the values of the 32-bit counters in
tcpEStatsPerf G oup in | ess than one hour.

Note that any systemthat can attain 10 Mis
can potentially wap 32-Bit Cctet counters in
under one hour."

GROUP t cpESt at sPat hOpti onal Group
DESCRI PTI ON
"This group is optional for all systenms."

GROUP t cpESt at sPat hHCGr oup

DESCRI PTI ON
"This group is nandatory for systenms that can
wap the values of the 32-bit counters in
t cpESt at sPat hGroup in | ess than one hour.

Note that any systemthat can attain 10 Md/s
can potentially wap 32-Bit Cctet counters in
under one hour."

GROUP t cpESt at sSt ackOpt i onal Gr oup
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DESCRI PTI ON
"This group is optional for all systens."

GROUP t cpESt at sAppHCG oup

DESCRI PTI ON
"This group is nandatory for systens that can
wap the values of the 32-bit counters in
tcpEStat sStackGroup in | ess than one hour.

Note that any systemthat can attain 10 M/ s
can potentially wap 32-Bit Cctet counters in
under one hour."

GROUP t cpESt at sAppOpt i onal Group
DESCRI PTI ON
"This group is optional for all systenms.”

GROUP t cpESt at sTuneOpti onal Group
DESCRI PTI ON
"This group is optional for all systens."

GROUP t cpESt at sNoti ficati onsG oup
DESCRI PTI ON
"This group is optional for all systenms."

GROUP tcpEStatsNotificationsCl G oup
DESCRI PTI ON
"This group is mandatory for systems that include the
tcpEStatsNotificati onG oup. ™

.= { tcpEStatsConpliances 1 }

-- Units of Conformance

tcpESt at sLi stener G oup OBJECT- GROUP
OBJECTS {
t cpESt at sLi st ener Tabl eLast Change,
t cpESt at sLi st ener Start Ti ne,
t cpESt at sLi st ener SynRcvd,
tcpEStatsListenerlnitial,
t cpESt at sLi st ener Est abl i shed,
t cpESt at sLi st ener Accept ed,
t cpESt at sLi st ener ExceedBack! og,
t cpESt at sLi st ener Cur Conns,
t cpESt at sLi st ener MaxBack! og,
t cpESt at sLi st ener Cur Backl og,
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t cpESt at sLi st ener Cur Est abBack! og

}
STATUS current
DESCRI PTI ON
"The t cpESt at sLi stener group includes objects that
provi de val uabl e statistics and debuggi ng
information for TCP Listeners."
.= { tcpEStatsGoups 1 }

t cpESt at sLi st ener HCG oup OBJECT- GROUP
OBJECTS {
t cpESt at sLi st ener HCSynRcvd,
tcpEStatsLi stenerHCl nitial,
t cpESt at sLi st ener HCEst abl i shed,
t cpESt at sLi st ener HCAccept ed,
t cpESt at sLi st ener HCExceedBack! og

}
STATUS current
DESCRI PTI ON
"The t cpESt at sLi stenerHC group includes 64-bit
counters in tcpEStatsListenerTable."
1= { tcpEStatsGoups 2 }

t cpESt at sConnect 1 dG oup OBJECT- GROUP
OBJECTS {
t cpESt at sConnTabl eLat ency,
t cpESt at sConnect | ndex

}
STATUS current
DESCRI PTI ON
"The tcpEStat sConnectld group includes objects that
i dentify TCP connections and control how | ong TCP
connection entries are retained in the tables.”
.= { tcpEStatsGoups 3 }

t cpESt at sPerf Group OBJECT- GROUP
OBJECTS {
t cpESt at sPer f SegsQut, t cpESt at sPerf Dat aSegsQut
t cpESt at sPer f Dat aCct et sQut ,
t cpESt at sPer f SegsRet r ans,
t cpESt at sPer f Cct et sRetrans, tcpESt at sPerf Segsln,
t cpESt at sPer f Dat aSegsl n,
t cpESt at sPer f Dat aCct et sl n,
t cpESt at sPer f El apsedSecs,
t cpESt at sPer f El apsedM croSecs,
tcpESt at sPerf Start Ti meSt anp, tcpESt at sPerf Cur M5S,
t cpESt at sPer f Pi peSi ze, tcpESt at sPer f MaxPi peSi ze,
t cpESt at sPer f Snmoot hedRTT, tcpESt at sPerf Cur RTQ,
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t cpESt at sPer f CongSi gnal s, tcpESt at sPerf Cur Oand,
t cpESt at sPer f Cur Sst hresh, tcpESt at sPerf Ti neout s,
t cpESt at sPer f Cur Rni nSent

t cpESt at sPer f MaxRw nSent ,

t cpESt at sPer f Zer oRwi nSent ,

t cpESt at sPer f Cur Rni nRcvd,

t cpESt at sPer f MaxRwi nRcvd,

t cpESt at sPer f Zer oRwi nRevd

}
STATUS current
DESCRI PTI ON
"The tcpEStatsPerf group includes those objects that
provi de basic performance data for a TCP connection."
.= { tcpEStatsGoups 4 }

t cpESt at sPer f Opti onal G oup OBJECT- GROUP
OBJECTS {

t cpESt at sPer f SndLi mTr ansRwi n,

t cpESt at sPer f SndLi mTr ansOand,

t cpESt at sPer f SndLi mTr ansSnd,

t cpESt at sPer f SndLi mTi neRwi n,

t cpESt at sPer f SndLi mTi neCwnd,

t cpESt at sPer f SndLi mTi neSnd

}
STATUS current
DESCRI PTI ON
"The tcpEStatsPerf group includes those objects that
provi de basic performance data for a TCP connection."
.= { tcpEStatsG oups 5 }

t cpESt at sPer f HCGr oup OBJECT- GROUP
OBJECTS {
t cpESt at sPer f HCDat aCct et sQut
t cpESt at sPer f HCDat aCct et sl n

}
STATUS current
DESCRI PTI ON
"The t cpESt at sPerf HC group includes 64-bit
counters in the tcpEStatsPerfTable."
.= { tcpEStatsG oups 6 }

t cpESt at sPat hGroup OBJECT- GROUP
OBJECTS {
t cpESt at sCont r ol Pat h,
t cpESt at sPat hRet r anThr esh,
t cpESt at sPat hNonRecovDAEpi sodes,
t cpESt at sPat hSunmCct et sReor der ed,
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t cpESt at sPat hNonRecovDA

}

STATUS current

DESCRI PTI ON
"The tcpEStatsPath group includes objects that
control the creation of the tcpEStatsPathTabl e,
and provide information about the path
for each TCP connection."

.= { tcpEStatsGoups 7 }

t cpESt at sPat hOpt i onal Group OBJECT- GROUP
OBJECTS {
t cpESt at sPat hSanpl eRTT, tcpESt at sPat hRTTVar,
t cpESt at sPat hMaxRTT, tcpESt at sPat hM nRTT,
t cpESt at sPat hSUnRTT, t cpESt at sPat hCount RTT,
t cpESt at sPat hMaxRTO, t cpESt at sPat hM nRTQ,
t cpESt at sPat hl pTt1, tcpEStatsPat hl pTosln,
t cpESt at sPat hl pTosCut,
t cpESt at sPat hPr eCongSuntownd,
t cpESt at sPat hPr eCongSunRTT,
t cpESt at sPat hPost CongSunRTT,
t cpESt at sPat hPost CongCount RTT,
t cpESt at sPat hECNsi gnal s,
t cpESt at sPat hDupAckEpi sodes, tcpEStat sPat hRcvRTT,
t cpESt at sPat hDupAcksQut, tcpESt at sPat hCERcvd,
t cpESt at sPat hECESent

}
STATUS current
DESCRI PTI ON
"The tcpEStatsPath group includes objects that
provi de additional information about the path
for each TCP connection."
.= { tcpEStatsG oups 8 }

t cpESt at sPat hHCG oup  OBJECT- GROUP
OBJECTS {
t cpESt at sPat hHCSUnRTT

}
STATUS current
DESCRI PTI ON
"The t cpESt at sPat hHC group i ncl udes 64-bit
counters in the tcpEStatsPathTable."
.= { tcpEStatsG oups 9 }

t cpESt at sSt ackG oup OBJECT- GROUP
OBJECTS {
t cpESt at sCont r ol St ack,
t cpESt at sSt ackAct i veQpen, tcpESt at sSt ackiMsSSent ,
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t cpESt at sSt ackMSSRevd, tcpESt at sSt ackW nScal eSent ,
t cpESt at sSt ackW nScal eRcvd,

t cpESt at sSt ackTi neSt anps, tcpESt at sSt ackECN,

t cpESt at sSt ackW | | SendSACK,

tcpESt at sSt ackW | | UseSACK, tcpEStatsStackStat e,

t cpESt at sSt ackNagl e, tcpESt at sSt ackMaxSsCwnd,

t cpESt at sSt ackMaxCaCwnd,

t cpESt at sSt ackMaxSst hr esh,

t cpESt at sSt ackM nSst hr esh,

t cpESt at sSt ackl nRecovery, tcpEStatsStackDupAcksln,
t cpESt at sSt ackSpuri ousFr Det ect ed,

t cpESt at sSt ackSpuri ousRt oDet ect ed

}
STATUS current
DESCRI PTI ON

"The t cpESt at sConnState group includes objects that
control the creation of the tcpEStatsStackTabl e,
and provide information about the operation of

al gorithnms used within TCP."

.= { tcpEStatsGoups 10 }

t cpESt at sSt ackOpt i onal G oup OBJECT- GROUP

Mat hi s,

OBJECTS {

tcpESt at sSt ackSof t Errors,

t cpESt at sSt ackSof t Er r or Reason,

t cpESt at sSt ackSl owSt art, tcpESt at sSt ackCongAvoi d,
t cpESt at sSt ackQt her Reduct i ons,

t cpESt at sSt ackCongOver Count ,

t cpESt at sSt ackFast Ret r an,

t cpESt at sSt ackSubsequent Ti neout s,

t cpESt at sSt ackCur Ti meout Count ,

t cpESt at sSt ackAbr upt Ti neout s,

t cpESt at sSt ackSACKsRevd,

t cpESt at sSt ack SACKBI ocksRevd,

t cpESt at sSt ackSendSt al |, t cpESt at sSt ackDSACKDups,
t cpESt at sSt ackMaxMSS, t cpESt at sSt ackM nMsS,

t cpESt at sSt ackSndl ni ti al ,

t cpESt at sSt ackRecl ni ti al ,

t cpESt at sSt ackCur Ret xQueue,

t cpESt at sSt ackMaxRet xQueue,

t cpESt at sSt ackCur ReasnfQueue,

t cpESt at sSt ackMaxReasnfQueue

}
STATUS current
DESCRI PTI ON

"The t cpESt at sConnState group includes objects that
provi de additional information about the operation of
al gorithnms used within TCP."
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.= { tcpEStatsGoups 11 }

t cpESt at sAppG oup OBJECT- GROUP
OBJECTS {
t cpESt at sCont r ol App,
t cpESt at sAppSndUna, t cpESt at sAppSndNxt ,
t cpESt at sAppSndMax, t cpESt at sAppThruCct et sAcked,
t cpESt at sAppRcvNxt
t cpESt at sAppThr uCct et sRecei ved

}

STATUS current

DESCRI PTI ON
"The tcpEStat sConnState group includes objects that
control the creation of the tcpEStatsAppTabl e,
and provide information about the operation of
al gorithms used within TCP."

.= { tcpEStatsGoups 12 }

t cpESt at sAppHCGr oup  OBJECT- GROUP
OBJECTS {
t cpESt at sAppHCThr uCct et sAcked,
t cpESt at sAppHCThr uCct et sRecei ved

}
STATUS current
DESCRI PTI ON
"The tcpEStatsStackHC group includes 64-bit
counters in the tcpEStatsStackTable. "
::={ tcpEStatsG oups 13 }

t cpESt at sAppOpti onal G oup OBJECT- GROUP
OBJECTS {
t cpESt at sAppCur AppWueue,
t cpESt at sAppMaxAppWueue,
t cpESt at sAppCur AppRQueue,
t cpESt at sAppMaxAppRQuUeue

}
STATUS current
DESCRI PTI ON
"The t cpEStat sConnState group includes objects that
provi de additional information about how applications
are interacting with each TCP connection.™
.= { tcpEStatsGoups 14 }

t cpESt at sTuneOpt i onal Group OBJECT- GROUP
OBJECTS {
t cpESt at sCont r ol Tune,
t cpESt at sTuneLi mOamnd, tcpESt at sTuneLi nSst hr esh,
t cpESt at sTuneLi mRw n, tcpESt at sTuneLi nVBS
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}

STATUS current

DESCRI PTI ON
"The t cpESt at sConnState group includes objects that
control the creation of the tcpEStatsConnectionTabl e,
whi ch can be used to set tuning paraneters
for each TCP connection."

.= { tcpEStatsGoups 15 }

tcpEStat sNotificati onsG oup NOTI FI CATI ON- GROUP
NOTI FI CATI ONS {
t cpESt at sEst abl i shNoti ficati on,
t cpESt at sCl oseNoti fication

}
STATUS  current
DESCRI PTI ON
"Notifications sent by a TCP extended statistics agent."
.= { tcpEStatsGoups 16 }

tcpEStatsNotificationsCl Goup OBJECT-GROUP
OBJECTS {
tcpESt at sControl Notify

}
STATUS current
DESCRI PTI ON
"The tcpEStatsNotificationsCGl group includes the
object that controls the creation of the events
in the tcpEStatsNotificationsG oup."
.= { tcpEStatsGoups 17 }

END
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5.

Security Considerations

There are a nunber of nanagement objects defined in this MB nodul e
with a MAX- ACCESS cl ause of read-wite and/or read-create. Such
objects may be considered sensitive or vulnerable in some network
environnents. The support for SET operations in a non-secure

envi ronnent wi thout proper protection can have a negative effect on
network operations. These are the tables and objects and their
sensitivity/vulnerability:

* Changi ng t cpESt at sConnTabl eLat ency or any of the control objects
in the tcpEStatsControl group (tcpEStatsControl Path,
t cpESt at sControl St ack, tcpEStatsControl App, tcpEStatsControl Tune)
may affect the correctness of other nmanagement applications
accessing this MB. Generally, local policy should only pernit
limted wite access to these controls (e.g., only by one
management station or only during system configuration).

* The objects in the tcpEStatsControl Tune group
(t cpESt at sTuneLi mowmnd, tcpEStat sTuneLi nSst hresh,
t cpESt at sTuneLi mRmM n) can be used to limt resources consuned by
TCP connections or to limt TCP throughput. An attacker m ght
mani pul ate these objects to reduce performance to | evels below the
m ni mum acceptabl e for a particular application

Sonme of the readable objects in this MB nodule (i.e., objects with a
MAX- ACCESS ot her than not-accessible) may be considered sensitive or
vul nerabl e in sone network environnents. It is thus inmportant to
control even GET and/or NOTIFY access to these objects and possibly
to even encrypt the values of these objects when sending them over
the network via SNMP. These are the tables and objects and their
sensitivity/vulnerability:

* Al objects which expose TCP sequence nunbers (tcpEStatsAppSndUna,
t cpESt at sAppSndNxt, tcpESt at sAppSndMax, tcpEStatsStackSndlniti al
t cpESt at sAppRcvNxt, and tcpEStatsStackReclnitial) m ght nmake it
easier for an attacker to forge in sequence TCP segnents to
di srupt TCP connecti ons.

* Nearly all objects in this (or any other) MB may be used to
estimate traffic volumes, which may reveal unantici pated
i nformati on about an organization to the outside world.

SNWVP versions prior to SNMPv3 did not include adequate security.

Even if the network itself is secure (for exanple by using IPsec),
even then, there is no control as to who on the secure network is

all owed to access and GET/ SET (read/change/create/delete) the objects
in this MB nodul e.
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It is RECOWENDED that inplementers consider the security features as
provi ded by the SNWPv3 franework (see [ RFC3410], section 8),

i ncluding full support for the SNWMPv3 cryptographic nechani sns (for
aut hentication and privacy).

Further, deploynent of SNWP versions prior to SNVPv3 is NOT
RECOMMENDED. Instead, it is RECOWENDED to deploy SNMPv3 and to
enabl e cryptographic security. It is then a customer/operator
responsibility to ensure that the SNVWP entity giving access to an
instance of this MB nodule is properly configured to give access to
the objects only to those principals (users) that have legitimte
rights to indeed GET or SET (change/create/del ete) them

6. | ANA Consi derations

The M B nmodule in this docunent uses the follow ng | ANA-assi gned
OBJECT | DENTI FI ER val ues recorded in the SM Numbers registry:

Descri pt or OBJECT | DENTI FI ER val ue
tcpESt atsM B { mb-2 156 }
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