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Abst r act
Thi s docunent presents a functional description of the protoco
ext ensi ons needed to support Generalized Milti-Protocol Labe
Swi t chi ng (GWPLS) - based recovery (i.e., protection and restoration).
Prot ocol specific formats and mechani snms will be described in
conpani on docunents.
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1. Introduction

A requirement for the devel opnent of a common control plane for both
optical and el ectronic switching equipnent is that there nust be
signaling, routing, and |link managenent nechani sns that support data
pl ane fault recovery. In this docunment, the term"recovery" is
generically used to denote both protection and restoration; the
specific terns "protection" and "restoration" are used only when
differentiation is required. The subtle distinction between
protection and restoration is made based on the resource allocation
done during the recovery period (see [RFC4427]).

A | abel -switched path (LSP) may be subject to | ocal (span), segnent,
and/ or end-to-end recovery. Local span protection refers to the
protection of the link (and hence all the LSPs nmarked as required for
span protection and routed over the |ink) between two nei ghboring

swi tches. Segnent protection refers to the recovery of an LSP
segnent (i.e., an SNCin the ITUT term nol ogy) between two nodes,
i.e., the boundary nodes of the segnent. End-to-end protection
refers to the protection of an entire LSP fromthe ingress to the
egress port. The end-to-end recovery nodels discussed in this
docunent apply to segment protection where the source and destination
refer to the protected segnent rather than the entire LSP. Miltiple
recovery levels may be used concurrently by a single LSP for added
resiliency; however, the interaction between |evels affects any one
direction of the LSP results in both directions of the LSP being
switched to a new span, segnent, or end-to-end path.
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Unl ess otherwi se stated, all references to "link" in this docunent
indicate a bi-directional Iink (which may be realized as a pair of
uni di rectional |inks).

Consi der the control plane nessage flow during the establishment of
an LSP. This nessage flow proceeds froman initiating (or source)
node to a terninating (or destination) node, via a sequence of

i nternedi ate nodes. A node along the LSP is said to be "upstreant
fromanother node if the former occurs first in the sequence. The
|atter node is said to be "downstreant’ fromthe fornmer node. That

is, an "upstreant node is closer to the initiating node than a node
further "downstreanmt. Unless otherw se stated, all references to
"upstreant and "downstreani are in terns of the control plane nessage
flow.

The flow of the data traffic is defined fromingress (source node) to
egress (destination node). Note that for bi-directional LSPs, there
are two different data plane flows, one for each direction of the
LSP. This docunent presents a protocol functional description to
support Ceneralized Multi-Protocol Label Switching (GVPLS)-based
recovery (i.e., protection and restoration). Protocol-specific
formats, encodi ng, and mechanisnms will be described in conpanion
docunents.

1.1. Conventions Used in This Docunent
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].
In addition, the reader is assumed to be famliar with the
term nol ogy used in [RFC3945], [RFC3471] and referenced as well as
[ RFC4427] .

2. Span Protection

Consider a (working) link i between two nodes A and B. There are two
fundanental nodels for span protection. The first is referred to as

1+1 protection. Under this nodel, a dedicated link j is pre-assigned
to protect link i. LSP traffic is permanently bridged onto both
links i and j at the ingress node, and the egress node selects the
signal (i.e., normal traffic) fromi or j, based on a selection

function (e.g., signal quality). Under unidirectional 1+1 span
protection (Section 2.1), each node A and B acts autononously to
select the signal fromthe working link i or the protection link j.
Under bi-directional 1+1 span protection (Section 2.2) the two nodes
A and B coordinate the selection function such that they select the
signal fromthe sane link, i or j.
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Under the second nodel, a set of N working links are protected by a
set of Mprotection links, usually with M=< N A failure in any of
the N wrking links results in traffic being switched to one of the M
protection links that is available. This is typically a three-step
process: first the data plane failure is detected at the egress node
and reported (notification), then a protection link is selected, and
finally, the LSPs on the failed Iink are noved to the protection

link. |If reversion is supported, a fourth step is included, i.e.
return of the traffic to the working link (when the working link has
recovered fromthe failure). |In Section 2.3, 1:1 span protection is
described. In Section 2.4, MN span protection is described, where
M =< N

2.1. Unidirectional 1+1 Dedi cated Protection

Suppose a bi-directional LSP is routed over link i between two nodes

A and B. Under unidirectional 1+1 protection, a dedicated link j is
pre-assigned to protect the working link i. LSP traffic is

permanently bridged on both |inks at the ingress node, and the egress
node selects the normal traffic fromone of the links, i or j. |If a

node (A or B) detects a failure of a span, it autononously invokes a
process to receive the traffic fromthe protection span. Thus, it is
possi bl e that node A selects the signal fromlink i inthe Bto A
direction of the LSP, and node B selects the signal fromlink j in
the Ato B direction.

The following functionality is required for 1+1 unidirectional span
protection:

o Routing: A single TE link enconpassi ng both working and
protection |inks SHOULD be announced with a Link Protection
Type "Dedicated 1+1", along with the bandw dth paraneters for
the working link. As the resources are consuned/rel eased, the
bandwi dt h paranmeters of the TE |ink are adjusted accordingly.
Encodi ng of the Link Protection Type and bandw dth paraneters
inlS1Sis specified in [RFC4205]. Encoding of this
information in OSPF is specified in [ RFC4203].

o Signaling: The Link Protection object/TLV SHOULD be used to
request "Dedicated 1+1" link protection for that LSP. This

object/TLV is defined in [RFC3471]. |If the Link Protection
object/TLV is not used, link selection is a matter of |oca
policy. No additional signaling is required when a fail-over
occurs.
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o Link managenent: Both nodes MJST have a consistent view of the
l'ink protection association for the spans. This can be done
usi ng the Link Management Protocol (LMP) [RFC4204], or if LM
is not used, this MJST be configured manually.

2.2. Bi-directional 1+1 Dedicated Protection

Suppose a bi-directional LSP is routed over link i between two nodes

A and B. Under bi-directional 1+1 protection, a dedicated link j is
pre-assigned to protect the working link i. LSP traffic is
permanent |y duplicated on both |inks, and under normal conditions,
the traffic fromlink i is received by nodes A and B (in the
appropriate directions). A failure affecting link i results in both
A and B switching to the traffic on link j in the respective

directions. Note that sone formof signaling is required to ensure
that both A and B start receiving traffic fromthe protection |ink.

The basic steps in 1+1 bi-directional span protection are as foll ows:

1. If a node (A or B) detects the failure of the working link (or
a degradation of signal quality over the working link), it
SHOULD begin receiving on the protection |link and send a
Swi t chover Request nessage reliably to the other node (B or A,
respectively). This nmessage SHOULD indicate the identity of
the failed working |ink and provide other relevant information.

2. Upon receipt of the Switchover Request nmessage, a node MJST
begin receiving fromthe protection |link and send a Sw t chover
Response nessage to the other node (A or B, respectively).
Because both the working/protect spans are exposed to routing
and signaling as a single link, the swtchover SHOULD be
transparent to routing and signaling.

The following functionality is required for 1+1 bi-directional span
protection:

o The routing procedures are the sane as in 1+1 unidirectional
o The signaling procedures are the sane as in 1+1 unidirectional

0o In addition to the procedures described in 1+1
(unidirectional), a Sw tchover Request nessage MJST be used to
signal the Switchover Request. This can be done using LM
[ RFC4204]. Note that GWLS- based nechani sms MAY not be
necessary when the underlying span (transport) technol ogy
provi des such a nechani sm
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2.3. Dedicated 1:1 Protection with Extra Traffic

Consi der two adj acent nodes, A and B. Under 1:1 protection, a
dedicated link j between A and B is pre-assigned to protect working

link i. Link j may be carrying (pre-enptable) Extra Traffic. A
failure affecting link i results in the corresponding LSP(s) being
restored to link j. Extra Traffic being routed over link j nay need

to be pre-enpted to acconmodate the LSPs that have to be restored.

Once a fault is isolated/localized, the affected LSP(s) nust be noved
to the protection link. The process of noving an LSP froma failed
(working) link to a protection |link nmust be initiated by one of the
nodes, A or B. This node is referred to as the "master". The other
node is called the "slave". The determnmination of the master and the
sl ave may be based on configured information or protocol specific
requi renents.

The basic steps in dedicated 1:1 span protection (ignoring reversion)
are as follows:

1. If the master detects/localizes a link failure event, it
i nvokes a process to allocate the protection link to the
af fected LSP(s).

2. If the slave detects a link failure event, it inforns the
master of the failure using a failure indication nmessage. The
mast er then invokes the sane procedure as (1) to nove the LSPs

to the protection link. |If the protection link is carrying
Extra Traffic, the slave stops using the span for the Extra
Traffic.

3. Once the span protection procedure is invoked in the naster, it
requests the slave to switch the affected LSP(s) to the
protection link. Prior to this, if the protection link is
carrying Extra Traffic, the naster stops using the span for
this traffic (i.e., the traffic is dropped by the naster and
not forwarded into or out of the protection |ink).

4. The sl ave sends an acknow edgenment to the naster. Prior to
this, the slave stops using the link for Extra Traffic (i.e.
the traffic is dropped by the slave and not forwarded into or
out of the protection link). It then starts sending the nornal
traffic on the selected protection |ink

5. When the master receives the acknow edgenent, it starts sending

and receiving the normal traffic over the new link. The
swi tchover of the LSPs is thus conpl eted.
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Not e: Al though this nmechanisminplies nore traffic dropped than
necessary, it is preferred over possible m sconnections during the
recovery process.

Fromthe description above, it is clear that 1:1 span protection nmay
require up to three signaling nmessages for each failed span: a
failure indication nessage, an LSP Switchover Request nessage, and an
LSP Swi tchover Response nmessage. Furthernore, it may be possible to
switch multiple LSPs fromthe working span to the protection span

si mul t aneousl y.

The following functionality is required for dedicated 1:1 span
protection:

0 Pre-enption MJIST be supported to accompdate Extra Traffic.

o Routing: A single TE link enconpassi ng both working and
protection links is announced with a Link Protection Type
"Dedicated 1:1". |If Extra Traffic is supported over the
protection link, then the bandw dth paraneters for the
protection |ink MIST al so be announced. The differentiation
bet ween bandwi dth for working and protect links is made using
priority mechanisnms. |n other words, the network MJST be
configured such that bandwi dth at priority X or lower is
consi dered Extra Traffic.

If there is a failure on the working link, then the norna
traffic is switched to the protection link, pre-enpting Extra
Traffic if necessary. The bandwi dth for the protection |ink
MUST be adj usted accordingly.

o Signaling: To establish an LSP on the working link, the Link
Protection object/TLV indicating "Dedicated 1:1" SHOULD be
included in the signaling request nessage for that LSP. To
establish an LSP on the protection link, the appropriate
priority (indicating Extra Traffic) SHOULD be used for that
LSP. These objects/ TLVs are defined in [RFC3471]. |If the Link
Protection object/TLV is not used, link selection is a matter
of local policy.

o Link managenent: Both nodes MJST have a consistent view of the
link protection association for the spans. This can be done
using LMP [ RFC4204] or via manual configuration

o Wen alink failure is detected at the slave, a failure

i ndi cati on message MJST be sent to the master informng the
node of the link failure.
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Shared M N Protection

Shared M N protection is described with respect to two nei ghboring

nodes,

Lang,

o

A and B. The scenario considered is as foll ows:

At any point in tine, there are two sets of |inks between A and
B, i.e., a working set of N (bi-directional) |inks carrying
traffic subject to protection and a protection set of M (bi-
directional) links. A protection |link may be carrying Extra
Traffic. There is no a priori relationship between the two
sets of links, but the value of Mand N MAY be pre-configured.
The specific links in the protection set MAY be pre-configured
to be physically diverse to avoid the possibility of failure
events affecting a large proportion of protection links (al ong
wi th working |inks).

VWen a link in the working set is affected by a failure, the
normal traffic is diverted to a link in the protection set, if
such a link is available. Note that such a link might be
carrying nore than one LSP, e.g., an OC-192 |link carrying four
STS- 48 LSPs.

More than one link in the working set may be affected by the
sane failure event. |In this case, there may not be an adequate
nunber of protection Iinks to acconmpdate all of the affected
traffic carried by failed working links. The set of affected
working links that are actually restored over avail able
protection links is then subject to policies (e.g., based on
relative priority of working traffic). These policies are not
specified in this docunent.

When normal traffic nust be diverted froma failed link in the
working set to a protection link, the decision as to which
protection link is chosen is always nade by one of the nodes, A
or B. This node is considered the "master” and it is required
to both apply any policies and sel ect specific protection |inks
to divert working traffic. The other node is considered the
"slave". The determ nation of the naster and the slave MAY be
based on configured information, protocol-specific

requi renents, or as a result of running a nei ghbor discovery

pr ocedur e.

Failure events are detected by transport |ayer nechanisns, if
avai l able (e.g., SONET Alarm I ndication Signal (Al S)/Renpote
Defect Indication (RD)). Since the bi-directional |inks are

forned by a pair of unidirectional links, a failure in the link
fromAto Bis typically detected by B, and a failure in the
opposite direction is detected by A. It is possible for a
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failure to sinultaneously affect both directions of the bi-
directional link. In this case, A and B w |l concurrently
detect failures, in the B-to-A direction and in the A-to-B
direction, respectively.

The basic steps in MN protection (ignoring reversion) are as
fol |l ows:

1. If the naster detects a failure of a working link, it
aut onormously i nvokes a process to allocate a protection link to
the affected traffic.

2. If the slave detects a failure of a working link, it MJST
informthe master of the failure using a failure indication
nessage. The master then invokes the same procedure as above
to allocate a protection link. (It is possible that the master
has itself detected the sane failure, for exanple, a failure
simul taneously affecting both directions of a link.)

3. Once the master has determined the identity of the protection
link, it indicates this to the slave and requests the
swi tchover of the traffic (using a "Switchover Request™
message). Prior to this, if the protection link is carrying
Extra Traffic, the master stops using the link for this traffic
(i.e., the traffic is dropped by the master and not forwarded
into or out of the protection link).

4. The slave sends a "Swi tchover Response" nessage back to the
master. Prior to this, if the selected protection link is
carrying traffic that could be pre-empted, the slave stops
using the link for this traffic (i.e., the traffic is dropped
by the slave and not forwarded into or out of the protection
l[ink). 1t then starts sending the normal traffic on the
sel ected protection |ink.

5. Wien the naster receives the Switchover Response, it starts
sendi ng and receiving the traffic that was previously carried
on the nowfailed |link over the new |ink.

Note: Al though this mechanisminplies nore traffic dropped than
necessary, it is preferred over possible m sconnections during the
recovery process.

From the description above, it is clear that M N span restoration
(involving LSP | ocal recovery) MAY require up to three nmessages for
each working link being switched: a failure indication nessage, a
Swi t chover Request nessage, and a Switchover Response nessage.
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The followi ng functionality is required for M N span restoration:
0 Pre-enption MIST be supported to accompdate Extra Traffic.

o Routing: A single TE |link enconpassing both sets of working and
protect |inks should be announced with a Link Protection Type
"Shared MN'. If Extra Traffic is supported over a set of the
protection links, then the bandw dth paraneters for the set of
protection |inks MJST al so be announced. The differentiation
bet ween bandwi dth for working and protect links is made using
priority mechani sms.

If there is a failure on a working link, then the affected
LSP(s) MUST be switched to a protection link, pre-enpting Extra
Traffic if necessary. The bandwi dth for the protection |ink
MJST be adj usted accordingly.

o Signaling: To establish an LSP on the working link, the Link
Protection object/TLV indicating "Shared M N' SHOULD be
included in the signaling request nmessage for that LSP. To
establish an LSP on the protection link, the appropriate
priority (indicating Extra Traffic) SHOULD be used. These

objects/ TLVs are defined in [RFC3471]. |If the Link Protection
object/TLV is not used, link selection is a matter of |oca
pol i cy.

o For |ink nmanagenent, both nodes MJST have a consi stent view of
the link protection association for the Iinks. This can be
done using LMP [ RFC4204] or via manual configuration

2.5. Messages
The foll owi ng nessages are used in |ocal span protection procedures.
These nessages SHOULD be delivered reliably. Therefore, the protoco
nmechani sns used to deliver these nessages SHOULD provi de sequenci ng,
acknow edgenent, and retransnission. The protocol SHOULD al so handl e
situations where the nmessage(s) cannot be delivered.

The nessages described in the foll owi ng subsections are abstract;
their format and encoding will be described in separate docunents.

2.5.1. Failure Indication Mssage
This nmessage is sent fromthe slave to the master to indicate the
identities of one or nore failed working links. This message MAY not

be necessary when the transport plane technology itself provides for
such a notification.

Lang, et al. St andards Track [ Page 10]



RFC 4426 GWLS Recovery Functional Specification March 2006

The nunber of |inks included in the nessage depends on the nunber of
failures detected within a wi ndow of time by the sending node. A
node MAY choose to send separate failure indication nessages in the
interest of conpleting the recovery for a given link within an

i mpl enent ati on-dependent time constraint.

2.5.2. Switchover Request Message

Under bi-directional 1+1 span protection, this nessage is used to
coordi nate the selecting function at both nodes. This nessage
originated at the node that detected the failure.

Under dedicated 1:1 and shared M N span protection, this nessage is
used as an LSP Switchover Request. This nessage is sent fromthe
master node to the slave node (reliably) to indicate that the LSP(s)
on the (failed) working link can be switched to an avail abl e
protection link. If so, the ID of the protection Iink, as well as
the LSP | abels (if necessary), MJST be indicated. These identifiers
MUST be consistent with those used in GVWLS signaling.

A working link may carry multiple LSPs. Since the normal traffic
carried over the working link is switched to the protection link, it
MAY be possible for the LSPs on the working link to be mapped to the
protection |ink wthout re-signaling each individual LSP. For
exanple, if link bundling [RFC4201] is used where the worki ng and
protect |inks are napped to conmponent l|inks, and the |labels are the
same on the working and protection links, it MAY be possible to
change the component |inks wi thout needing to re-signal each

i ndi vidual LSP. Optionally, the |labels MAY need to be explicitly
coordi nated between the two nodes. |In this case, the Sw tchover
Request nmessage SHOULD carry the new | abel mappi ngs.

The nmaster may not be able to find protection Iinks to accomodate
all failed working links. Thus, if this nessage is generated in
response to a Failure Indication message fromthe slave, then the set
of failed links in the nmessage MAY be a sub-set of the |inks received
in the Failure Indication nessage. Depending on tinme constraints,
the master nay switch the nornmal traffic fromthe set of failed Iinks
in smaller batches. Thus, a single failure indication nessage MAY
result in the master sending nore than one Swi tchover Request nessage
to the same sl ave node.

2.5.3. Switchover Response Message

This nmessage is sent fromthe slave to the master (reliably) to

i ndicate the conpletion (or failure) of switchover at the slave. 1In
this nessage, the slave MAY indicate that it cannot switch over to
the corresponding free link for sone reason. 1In this case, the
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master and slave notify the user (operator) of the failed switchover.
A notification of the failure MAY al so be used as a trigger in an
end-to-end recovery.

2.6. Preventing Unintended Connecti ons

An uni ntended connection occurs when traffic fromthe wong source is
delivered to a receiver. This MJST be prevented during protection
switching. This is primarily a concern when the protection link is
being used to carry Extra Traffic. |In this case, it MJST be ensured
that the LSP traffic being switched fromthe (failed) working link to
the protection link is not delivered to the receiver of the pre-
enmpted traffic. Thus, in the nessage fl ow descri bed above, the
mast er node MJUST di sconnect (any) pre-enpted traffic on the sel ected
protection |ink before sending the Switchover Request. The sl ave
node MUST al so di sconnect pre-enpted traffic before sending the

Swi t chover Response. In addition, the master node SHOULD start
receiving traffic for the protected LSP fromthe protection |ink
Finally, the naster node SHOULD start sending protected traffic on
the protection link upon receipt of the Switchover Response.

3. End-to-End (Path) Protection and Restoration

End-to-end path protection and restoration refer to the recovery of
an entire LSP fromthe initiator to the termnator. Suppose the
primary path of an LSP is routed fromthe initiator (Node A) to the
term nator (Node B) through a set of internediate nodes.

The foll owi ng subsections describe three previously proposed end-to-
end protection schenmes and the functional steps needed to inplenent
t hem

3.1. Unidirectional 1+1 Protection

A dedi cated, resource-disjoint alternate path is pre-established to
protect the LSP. Traffic is sinultaneously sent on both paths and
received fromone of the functional paths by the end nodes A and B

There is no explicit signaling involved with this node of protection
3.2. Bi-directional 1+1 Protection

A dedi cated, resource-disjoint alternate path is pre-established to
protect the LSP. Traffic is sinultaneously sent on both paths; under
normal conditions, the traffic fromthe working path is received by
nodes A and B (in the appropriate directions). A failure affecting
the working path results in both A and B switching to the traffic on
the protection path in the respective directions.
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Note that this requires coordination between the end nodes to switch
to the protection path.

The basic steps in bi-directional 1+1 path protection are as foll ows:
o Failure detection: There are two possibilities for this.

1. Anode in the working path detects a failure event. Such
a node MUST send a Failure Indication nessage toward the
upstream or/and downstream end node of the LSP (node A or
B). This nessage MAY be forwarded al ong the working path
or routed over a different path if the network has
general routing intelligence.

Mechani sns provided by the data transport plane MAY al so
be used for this, if avail able.

2. The end nodes (A or B) detect the failure thensel ves
(e.g., loss of signal).

0 Switchover: The action taken when an end node detects a failure
in the working path is as follows: Start receiving fromthe
protection path; at the sane tine, send a Sw tchover Request
nessage to the other end node to enable switching at the other
end.

The action taken when an end node receives a Sw tchover Request
nmessage is as follows:

- Start receiving fromthe protection path; at the sane
time, send a Switchover Response nessage to the other end
node.

GWPLS si gnal i ng mechani sms MAY be used to (reliably) signal the
Fai l ure I ndication message, as well as the Sw tchover Request and
Response nessage. These nessages MAY be forwarded al ong the
protection path if no other routing intelligence is available in the
net wor k.

3.2.1. ldentifiers

LSP Identifier: A unique identifier for each LSP. The LSP identifier
is within the scope of the Source ID and Destination |D.

Source ID: ID of the source (e.g., |IP address).

Destination ID: 1D of the destination (e.g., |P address).
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3.2.2. Nodal Information

Each node that is on the working or protection path of an LSP MUST
have know edge of the LSP identifier. |If the network does not
provide routing intelligence, nodal information MAY al so incl ude
previ ous and next nodes in the LSP so that restoration-rel ated
nessages can be forwarded properly. Wen the network provides
general routing intelligence, nessages MAY be forwarded al ong paths
ot her than that of the LSP

At the end-point nodes, the working and protection paths MJST be
associ ated. The association of these paths MAY be either provisioned
using signaling or MAY be configured when LSP provisioning does not

i nvol ve signaling (e.g., provisioning through a nanagenment systenj.
The rel ated association informati on MJST remain until the LSP is
explicitly de-provisioned.

3.2.3. End-to-End Failure Indication Message

This nmessage is sent (reliably) by an internedi ate node toward the
source of an LSP. For instance, such a node m ght have attenpted

| ocal span protection and failed. This message MAY not be necessary
if the data transport |ayer provides mechanisns for the notification
of LSP failure by the endpoints (i.e., if LSP endpoints are co-

| ocated with a correspondi ng data (transport) mai ntenance/recovery
donai n) .

Consi der a node that detects a link failure. The node MJST determ ne
the identities of all LSPs that are affected by the failure of the
link and send an End-to-End Failure Indication nessage to the source
of each LSP. For scalability reasons, Failure |Indication nmessages
MAY contain the identity and the status of multiple LSPs rather than
a single one. Each internediate node receiving such a nmessage MJST
forward the message to the appropriate next node such that the
message would ultimately reach the LSP source. However, there is no
requirenent that this nmessage flows toward the source al ong the sane
path as the failed LSP. Furthernore, if an internediate node is
itself generating a Failure Indication nessage, there SHOULD be a
mechani smto suppress all but one source of Failure Indication
messages. Finally, the Failure Indication message MJST be sent
reliably fromthe node detecting the failure to the LSP source
Reliability MAY be achieved, for exanple, by retransmtting the
nessage until an acknow edgenent is received. However,

retransm ssion of Failure Indication nmessages SHOULD not cause
further nessage drops. This MAY be achi eved t hrough the appropriate
configuration and use of congestion and flow control mechani sms.
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3.2.4. End-to-End Failure Acknow edgenent Message

This message is sent by the source node to acknow edge the receipt of
an End-to-End Failure Indication nessage. This nmessage is sent to
the originator of the Failure Indication nmessage. The Acknow edge
nessage SHOULD be sent for each Failure Indication Message received.
Each internedi ate node receiving the Failure Acknow edgenent nessage
MJUST forward it toward the destination of the nmessage. However,
there is no requirenent that this nessage flows toward the
destination al ong the same path as the failed LSP

Thi s nmessage MAY not be required if other means of ensuring reliable
nessage delivery are used.

3.2.5. End-to-End Switchover Request Message

This message is generated by the source node receiving an indication
of failure in an LSP. It is sent to the LSP destination, and it
carries the identifier of the LSP being restored. The End-to-End
Swi t chover Request nmessage MUST be sent reliably fromthe source to
the destination of the LSP

3.2.6. End-to-End Swi tchover Response Message

This nmessage is sent by the destination node receiving an End-to-End
Swi t chover Request nessage toward the source of the LSP. This
nmessage SHOULD identify the LSP being switched over. This nessage
MJST be transnmitted in response to each End-to-End Swi tchover Request
nmessage recei ved and MAY indicate either a positive or negative

out cone.

3.3. Shared Mesh Restoration

Shared nesh restoration refers to schenes under which protection
paths for nultiple LSPs share common |ink and node resources. Under
these schenes, the protection capacity is pre-reserved, i.e., link
capacity is allocated to protect one or nmore LSPs, but explicit
action is required to instantiate a specific protection LSP. This
requires restoration signaling along the protection path. Typically,
the protection capacity is shared only anmpbngst LSPs whose working
paths are physically diverse. This criterion can be enforced when
provi sioning the protection path. Specifically, provisioning-related
signaling nessages nmay carry information about the working path to
nodes al ong the protection path. This can be used as call adm ssion
control to accept/reject connections along the protection path based
on the identification of the resources used for the primary path.
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Thus, shared nmesh restoration is designed to protect an LSP after a
single failure event, i.e., a failure that affects the working path
of at nmost one LSP sharing the protection capacity. It is possible
that a protection path may not be successfully activated when

mul tiple, concurrent failure events occur. |In this case, shared nesh
restoration capacity nmay be clainmed for nore than one failed LSP and
the protection path can be activated only for one of them (at nost).

For inplementing shared nmesh restoration, the identifier and noda
information related to signaling along the control path are as
defined for 1+1 protection in Sections 3.2.1 and 3.2.2. 1In addition
each node MJST al so keep (local) information needed to establish the
data plane of the protection path. This information MJST indicate
the |l ocal resources to be allocated, the fabric cross-connect to be
established to activate the path, etc. The precise nature of this

i nformati on woul d depend on the type of node and LSP (the GWLS
signal i ng docunent describes different type of switches [ RFC3471]).
It would al so depend on whether the information is fine or coarse-
grained. For exanple, fine-grained informati on would indicate pre-
sel ection of all details pertaining to protection path activation
such as outgoing link, labels, etc. Coarse-grained information, on
the other hand, would allow some details to be determ ned during
protection path activation. For exanple, protection resources may be
pre-sel ected at the level of a TE link, while the selection of the
speci fic conponent |ink and | abel occurs during protection path
activation.

VWil e the coarser specification allows some flexibility in the

sel ection of the precise resource to activate, it al so adds
conplexity in decision nmaking and signaling during the tinme-critica
restoration phase. Furthernore, the procedures for the assignnent of
bandwi dth to protection paths MJST take into account the tota
resources in a TE link so that single-failure survivability

requi renents are satisfied.

3.3.1. End-to-End Failure Indication and Acknow edgenment Message

The End-to-End failure indication and acknow edgenent procedures and
nmessages are as defined in Sections 3.2.3 and 3. 2.4.

3.3.2. End-to-End Swi tchover Request Message

This nmessage is generated by the source node receiving an indication
of failure in an LSP. It is sent to the LSP destination along the
protection path, and it identifies the LSP being restored. If any

i nternedi ate node is unable to establish cross-connects for the
protection path, then it is desirable that no other node in the path
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est abl i shes cross-connects for the path. This would all ow shared
mesh restoration paths to be efficiently utilized.

The End-to-End Switchover nmessage MJUST be sent reliably fromthe
source to the destination of the LSP along the protection path.

3.3.3. End-to-End Switchover Response Message

This message is sent by the destination node receiving an End-to-End
Swi t chover Request nessage toward the source of the LSP, along the
protection path. This nessage SHOULD identify the LSP that is being
switched over. Prior to activating the secondary bandw dth at each
hop along the path, Extra Traffic (if used) MJST be dropped and not
f or war ded.

Thi s message MJUST be transmitted in response to each End-to-End
Swi t chover Request nessage received.

4. Reversion and OQther Adm nistrative Procedures

Reversion refers to the process of noving an LSP back to the origina
wor ki ng path after a failure is cleared and the path is repaired.
Reversion applies both to | ocal span and end-to-end path-protected
LSPs. Reversion is desired for the followi ng reasons. First, the
protection path may not be optinmal in conparison to the working path
froma routing and resource consunption point of view  Second,
nmoving an LSP to its working path allows the protection resources to
be used to protect other LSPs. Reversion has the di sadvantage of
causi ng a second service disruption. Use of reversion is at the
option of the operator. Reversion inplies that a working path
remains allocated to the LSP that was originally routed over it, even
after a failure. It is inportant to have nmechani snms that allow
reversion to be performed with mininmal service disruption to the
customer. This can be achi eved using a "bridge-and-switch" approach
(often referred to as nake-bef ore-break).

The basic steps involved in bridge-and-switch are as foll ows:

1. The source node conmences the process by "bridgi ng" the norna
traffic onto both the working and the protection paths (or
links in the case of span protection).

2. Once the bridging process is conplete, the source node sends a
Bri dge and Switch Request nessage to the destination
identifying the LSP and other information necessary to perform
reversion. Upon receipt of this message, the destination
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5.

5.

selects the traffic fromthe working path. At the sane tineg,
it bridges the transmitted traffic onto both the working and
protection paths.

3. The destination then sends a Bridge and Switch Response nessage
to the source confirmng the conpletion of the operation

4. \When the source receives this nmessage, it switches to receive
fromthe working path, and stops transmitting traffic on the
protection path. The source then sends a Bridge and Switch
Conpl et ed message to the destination confirmng that the LSP
has been reverted.

5. Upon receipt of this message, the destination stops
transmtting along the protection path and de-activates the LSP
along this path. The de-activation procedure should renove the
crossed connections along the protection path (and frees the
resources to be used for restoring other failures).

Admi ni strative procedures other than reversion include the ability to
force a switchover (fromworking to protection or vice versa) and

| ocki ng out switchover, i.e., preventing an LSP from nmovi ng from
working to protection adm nistratively. These admnistrative
conditions have to be supported by signaling.

Di scussi on
1. LSP Priorities During Protection

Under span protection, a failure event could affect nore than one
working link and there could be fewer protection links than the
nunber of failed working links. Furthernore, a working link may
contain multiple LSPs of varying priority. Under this scenario, a
deci si on nust be nmade as to which working |inks (and therefore LSPs)
shoul d be protected. This decision MAY be based on LSP priorities.

In general, a node nmight detect failures sequentially, i.e., al
failed working links nmay not be detected sinmultaneously, but only
sequentially. In this case, as per the proposed signaling

procedures, LSPs on a working |link MAY be switched over to a given
protection |ink, but another failure (of a working link carrying

hi gher priority LSPs) may be detected soon afterward. 1In this case,
the new LSPs may bunp the ones previously swtched over the
protection |ink.

In the case of end-to-end shared mesh restoration, priorities MAY be
i mpl enented for allocating shared |ink resources under nultiple
failure scenarios. As described in Section 3.3, nore than one LSP
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can cl ai mshared resources under nultiple failure scenarios. |If such
resources are first allocated to a lower-priority LSP, they MAY have
to be reclained and allocated to a higher-priority LSP

6. Security Considerations

There are a nunber of security threats that MAY be experienced due to
the exchange of nessages and infornmation, as detailed in this
document. Sone exanpl es include interception, spoofing,

nodi fication, and replay of control nessages. Therefore, the
followi ng security requirenents are applicable to the mechani snms of
thi s docunent.

o Signaling MJST be able to provide authentication, integrity,
and protection against replay attacks.

o Privacy and confidentiality are not required. Only
authentication is required to ensure that the signaling
nessages are originating fromthe right place and have not been
nodified in transit.

o Protection of the identity of the data plane end-points (in
Fai l ure Indication nmessages) is not required

The consequences of poorly secured protection may increase the risk
of triggering recovery actions under false Failure Indication
nmessages, including LSP identifiers that are not under failure. Such
i nformati on could subsequently trigger the initiation of "false"
recovery actions while there are no reasons to do so. Additionally,
if the identification of the LSP is tanmpered with froma Failure

I ndi cati on nessage, recovery actions will involve nodes for which the
LSPs do not indicate any failure condition or for which no Failure

I ndi cati on nmessage has been received. The consequences of such
actions is unpredictable and MAY | ead to de-synchroni sati on between
the control and the data plane, as well as increase the risk of

m sconnections. Moreover, the consequences of poorly applied
protection may increase the risk of msconnection. In particular
when Extra Traffic is involved, it is easily possible to deliver the
wong traffic to the wong destination. Sinilarly, an intrusion that
sets up what appears to be a valid protection LSP and then causes a
fault may be able to divert traffic.

Mor eover, tanpering with a routing informati on exchange may al so have
an effect on traffic engineering. Therefore, any mechani sms used for
securing and authenticating the transm ssion of routing information
SHOULD be applied in the present context.
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