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Thi s docunent describes several problens that have been identified
with the Session Initiation Protocol’s (SIP) non-1NVITE transacti on.
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Probl ens under the Current Specifications

There are a nunber of unpleasant edge conditions created by the SIP
non- |1 NVI TE transaction (NIT) nmodel’s fixed duration. The negative
aspects of some of these are exacerbated by the effect that
provi si onal responses have on the non-INVITE transaction state
nmachi nes as currently defined.

1. N Ts rmust conplete imrediately or risk losing a race

The non-INVITE transaction defined in RFC 3261 [1] is designed to
have a fixed and finite duration (dependent on T1l). A consequence of
this design is that participants nust strive to conplete the
transaction as quickly as possible. Consider the race condition
shown in Figure 1.
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Figure 1: Non-lnvite Race Condition
The User Agent Server (UAS) in this figure believes it has responded
to the request in tinme, and that the request succeeded. The User
Agent Client (UAC), on the other hand, believes the request has
timed-out, hence failed. No |onger having a matching client
transaction, the UAC core will ignore what it believes to be a
spurious response. As far as the UAC is concerned, it received no

response at all to its request. The ultimate result is that the UAS
and UAC have conflicting views of the outcone of the transaction
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Therefore, a UAS cannot wait until the |last possible noment to send a
final response within a NNT. It nust, instead, send its response so
that it will arrive at the UAC before that UAC tines out.
Unfortunately, the UAS has no way to accurately measure the
propagation time of the request or predict the propagation tinme of
the response. The uncertainty it faces is conpounded by each proxy
that participates in the transaction. Thus, the UAS' s only choice is
to send its final response as soon as it possibly can and hope for

t he best.

This result constrains the set of problens that can be solved with a
single NIT. Any delay introduced during processing of a request

i ncreases the probability of losing the race. If the timng
characteristics of that processing are not predictable and
controllable, a single NIT is an inappropriate nodel for handling the
request. One viable alternative is to accept the request with a 202
and send the ultimte results in a new request in the reciproca
direction.

In specialized networks, a UAS mi ght have sone reliable know edge of
inter-hop latency and coul d use that know edge to deternmine if it has
time to delay its final response in order to perform sone processing
such as a dat abase | ookup while mtigating its risk of losing the
race in Figure 1. Establishing this know edge across arbitrary

net wor ks (perhaps using resource reservation techni ques and

determ nistic transports) is not currently feasible.

1.2. Provisional responses can delay recovery fromlost final responses

The non-INVITE client transaction state nachine provides reliability
for NITs over unreliable transports (UDP) through retransm ssion of
the request nessage. Tiner Eis set to Tl when a request is
initially transmtted. As long as the nachine remains in the Trying
state, each tine Tiner E fires, it will be reset to twice its
previous value (capping at T2) and the request is retransmtted.

If the non-INVITE client transaction state nmachine sees a provisiona
response, it transitions to the Proceeding state, where

retransm ssion continues, but the algorithmfor resetting Tiner Eis

simply to use T2 instead of doubling at each firing. (Note that

Timer Eis not altered during the transition to Proceeding.)

Maki ng the transition to the Proceeding state before Tiner E is reset
to T2 can cause recovery froma lost final response to take extra
time. Figure 2 shows recovery froma lost final response with and

wi t hout a provisional message during this wi ndow. Recovery occurs
within 2*T1 in the case without the provisional. Wth the
provisional, recovery is delayed until T2, which by default is 8*T1.
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In practical terns, a provisional response to a NIT in currently
depl oyed networks can delay transaction conpletion by up to 3.5

seconds.
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Figure 2: Provisionals Can Harm Recovery

No additional delay is introduced if the first provisional response
is received after Timer E has reached its maxi numreset interval of
T2.

1.3. Delayed responses will tenporarily blacklist an el enent

A SIP elenment’s use of DNS Service Record Resource Records [3] is
specified in RFC 3263 [2]. That specification discusses how SIP
ensures high availability by having upstream el enents detect failure
of downstream el enents. It proceeds to define several types of
failure detection and instructions for failover. Two of the
behaviors it describes are inportant to this docunent:
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o Wthin a transaction, transport failure is detected either through
an explicit report fromthe transport |ayer or through tinmeout.
Note specifically that timeout will indicates transport failure
regardl ess of the transport in use. Wen transport failure is
detected, the request is retried at the next elenent fromthe
sorted results of the SRV query.

0 Between transactions, |ocations reporting tenporary failure
(through 503/ Retry-After, for exanple) are not used until their
request ed bl ack-out period expires.

The specification notes the benefit of caching locations that are
successfully contacted, but does not discuss how such a cache is
mai ntained. It is unclear whether an el ement should stop using
(tenporarily blacklist) a location returned in the SRV query that
results in a transport error. |If it does, when should such a

| ocation be renoved fromthe bl acklist?

Wt hout such a blacklist (or equival ent mechanisnm, the intended
avail ability mechanismfails niserably. Consider traffic between two
domains. Proxy pA in domain A needs to forward a sequence of non-

I NVI TE requests to domain B. Through DNS SRV, pA discovers pBl and
pB2, and the ordering rules of [2] and [3] indicate it should use pBl
first. The first request to pBl times out. Since pAis a proxy and
a NNT has a fixed duration, pA has no opportunity to retry the
request at pB2. |If pA does not renenber pBl's failure, the second
request (and all subsequent non-1NVI TE requests until pBl recovers)
are dooned to the sane failure. Caching would allow the subsequent
requests to be tried at pB2.

Since mserable failure is not acceptable in deployed networks, we
shoul d anticipate that elenents will, in fact, cache timeout failures
bet ween transactions. Then the race in Figure 1 becones inportant.

If an element fails to respond "soon enough", it has effectively not
responded at all and will be blacklisted at its peer for some period
of tine.

(Note that even with caching, the first request tinmeout results in a
timeout failure all the way back to the original submitter. The
failover mechanisms in [2] work well to increase the resiliency of a
given INVITE transaction, but do nothing for a given non-I1NVITE
transaction.)
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1.4. 408 for non-INVITE is not usefu

Consi der the race condition in Figure 1 when the fina
Under the current specification,
Most exi sting endpoints wll
recei ving the request
Such a 408 is guaranteed to

408 instead of 200.
guaranteed to be | ost.
non- | NVI TE request 64*T1 after
emtted an earlier final response.

January 2006

if they

arrive at the next upstreamelenment too late to be useful. |

in the presence of proxies,
the 408 arrives, each proxy wll
associ ated client transaction due to tinmeout.
nmust forward the 408 upstream statel essly.
guaranteed to arrive too |ate.
ultimately result in bonbarding the origina
408s.

Thi s,
As Figure 3 shows,
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(Note that the proxy’'s client transaction state machi ne never
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Figure 3: Late 408s to Non-INVI TEs

Thi s response bombardnment is not

l[imted to the 408 response,

t hough

it only exists when participating client transaction state machi nes

are timng out.
hops.
response is too late for

P2, P1, and the UAC.
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Figure 4: Additional Tineout-Related Error
1.5. Non-INVITE timeouts doom forking proxies

1

Spar ks

6.

m ssing final response wll
recei ves no 2xx responses to a
of

A single branch with a delayed or
dom nate the processing at proxy that
forked non-1NVITE request. This proxy is required to all ow al
its client transactions to term nate before choosing a "best
response". This forces the proxy’s server transaction to | ose the
race in Figure 1. Any response it ultimately forwards (a 401, for
exanple) will arrive at the upstreamelenents too late to be used

Thus, if no elenment anmong the branches would return a 2xx response,
failure of a single elenment (or its transport) doons the proxy to
failure.

M smat ched tiner val ues make wi nning the race harder

There are many failure scenarios due to m sconfiguration or

m sbehavi or that the SIP specification does not discuss. One is
placing two elenents with different configured values for T1 and T2
on the sane network. Review of Figure 1 illustrates that the race
failure is only nade nore likely in this msconfigured state (it may
appear that shortening T1 at the el enent behaving as a UAS i nproves
this particular situation, but renenber that these elenents may trade
roles on the next request). Since the protocol provides no nechani sm
for discovering/negotiating a peer’s tiner values, exceptional care
nmust be taken when depl oying systens with non-defaults to ensure that
they will never directly comrunicate with el enents with default

val ues.
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2. Security Considerations

Thi s docunent describes some problens in the core SIP specification
[1] related to the SIP non-1NVITE requests, the nmessages other than
INVI TE that begin transactions. A few of the problens lead to
flooding or forgery risk, and could possibly be exploited by an
adversary in a denial of service attack. Solutions are defined in
t he compani on document [4].

One solution there prohibits proxies and User Agents from sendi ng 408
responses to non-1NVITE transactions. Wthout this change, proxies
automatically generate a storm of usel ess responses. An attacker
could capitalize on this by enticing User Agents to send non-INVITE
requests to a black hole (through social engineering or DNS

poi soni ng) or by sel ectively dropping responses.

Anot her sol ution prohibits proxies fromforwarding | ate responses.
Wthout this change, an attacker could easily forge nessages which
appear to be late responses. Al proxies conpliant with RFC 3261 are
required to forward these responses, wasting bandw dth and CPU and
potentially overwhel ming target User Agents (especially those with

| ow speed connections).
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