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Abst r act

The Generalized Miulti-Protocol Label Sw tching (GWLS) suite of
protocol s has been defined to control different switching
technologies as well as different applications. These include
support for requesting Time Division Miltiplexing (TDM connections
i ncl udi ng Synchronous Optical Network (SONET)/ Synchronous Digital

Hi erarchy (SDH) and Optical Transport Networks (OTNs).

Thi s docunent concentrates on the routing requirenments placed on the
GWPLS suite of protocols in order to support the capabilities and
functionalities of an Automatically Switched Optical Network (ASON)
as defined by the ITUT.
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1. Introduction

The Generalized Milti-Protocol Label Switching (GWLS) suite of
protocol s provi des, anobng other capabilities, support for controlling
di fferent switching technol ogies. These include support for
requesting TDM connections utilizing SONET/ SDH (see [ T1.105] and

[G 707], respectively) as well as Optical Transport Networks (OTNs,
see [G 709]). However, there are certain capabilities that are
needed to support the ITU T G 8080 control plane architecture for an
Automatically Switched Optical Network (ASON). Therefore, it is
desirabl e to understand the correspondi ng requirenents for the GWLS
protocol suite. The ASON control plane architecture is defined in

[ G 8080]; ASON routing requirenments are identified in [G 7715] and in
[G 7715.1] for ASON link state protocols. These Recommendati ons
apply to all [G 805] layer networks (e.g., SDH and OIN), and provide
protocol -neutral functional requirements and architecture.

Thi s docunent focuses on the routing requirenments for the GWLS suite
of protocols to support the capabilities and functionality of ASON
control planes. This docunent summarizes the ASON requirenents using
ASON term nol ogy. This docurment does not address GWLS applicability
or GWPLS capabilities. Any protocol (in particular, routing)
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applicability, design, or suggested extensions are strictly outside
the scope of this docunment. ASON (Routing) term nol ogy sections are
provi ded in Appendi xes 1 and 2.

The ASON routing architecture is based on the foll owi ng assunptions:

- A network is subdivided based on operator decision and criteria
(e.g., geography, admnistration, and/or technol ogy); the network
subdi vi sions are defined in ASON as Routing Areas (RAs).

- The routing architecture and protocols applied after the network
is subdivided are an operator’s choice. A multi-Ilevel hierarchy
of RAs, as defined in ITUT [G 7715] and [G 7715. 1], provides for
a hierarchical relationship of RAs based on containnent; i.e.,
child RAs are always contained within a parent RA. The
hi erarchi cal containnent relationship of RAs provides for routing
i nformati on abstraction, thereby enabling scal able routing
i nformati on representation. The maxi mum nunber of hierarchical RA
| evel s to be supported is not specified (outside the scope of this
docunent) .

- Wthin an ASON RA and for each | evel of the routing hierarchy,
mul tiple routing paradigns (hierarchical, step-by-step, source-
based), centralized or distributed path conputation, and nultiple
di fferent routing protocols MAY be supported. The architecture
does not assunme a one-to-one correspondence between a routing
protocol and an RA level, and allows the routing protocol (s) used
within different RAs (including child and parent RAs) to be
different. The realization of the routing paradigm(s) to support
the hierarchical levels of RAs is not specified.

- The routing adjacency topology (i.e., the associated Protoco
Controller (PC) connectivity) and transport topol ogy are NOT
assuned to be congruent.

- The requirenents support architectural evolution, e.g., a change
in the nunmber of RA levels, as well as aggregation and
segnent ati on of RAs.

The description of the ASON routing architecture provides for a
conceptual reference architecture, with definition of functiona
conponents and common information el enents to enabl e end-to-end
routing in the case of protocol heterogeneity and facilitate
managenment of ASON networks. This description is only conceptual: no
physical partitioning of these functions is inplied.
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2.

Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Al t hough [ RFC2119] describes interpretations of these key words in
terns of protocol specifications and inplenentations, they are used
in this document to describe design requirements for protoco

ext ensi ons.

ASON Routing Architecture and Requirenents

The fundanental architectural concept is the RA and its rel ated
functional conponents (see Appendix 2 on terminology). The routing
services offered by an RA are provided by a Routing Performer (RP).
An RP is responsible for a single RA, and it MAY be functionally
realized using distributed Routing Controllers (RCs). The RC,

itself, MAY be inplenented as a cluster of distributed entities (ASON
refers to the cluster as a Routing Control Domain (RCD)). The RC
conponents for an RA receive routing topology information fromtheir
associ ated Link Resource Manager(s) (LRMs) and store this information
in the Routing Information Database (RDB). The RDB is replicated at
each RC bounded to the same RA, and MAY contain information about

nmul tiple transport plane network |ayers. Wenever the routing

t opol ogy changes, the LRMinforns the corresponding RC, which in turn
updates its associated RDB. In order to ensure RDB synchronization
the RCs cooperate and exchange routing information. Path conputation
functions MAY exist in each RC, MAY exist on selected RCs within the
sane RA, or MAY be centralized for the RA

In this context, communication between RCs within the sane RA is
realized using a particular routing protocol (or nultiple protocols).
In ASON, the comunication conponent is represented by the protoco
controller (PC) conmponent(s) and the protocol nessages are conveyed
over the ASON control plane’s Signaling Control Network (SCN). The
PC MAY convey information for one or nore transport network |ayers
(refer to the note in Section 3.2). The RCis protocol independent,
and RC communi cati ons MAY be realized by nultiple, different PCs
within an RA

The ASON routing architecture defines a nulti-Ilevel routing hierarchy
of RAs based on a contai nnent nodel to support routing information
abstraction. [G 7715.1] defines the ASON hierarchical link state
routing protocol requirements for conmunication of routing
information within an RA (one level) to support hierarchical routing
i nformation dissem nation (including sunmarized routing information
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for other levels). The comrunication between any of the other
functional conponent(s) (e.g., SCN, LRM and between RCDs (RC-RC
comuni cati on between RAsS)) is outside the scope of [G 7715. 1]
protocol requirenments and, thus, is also outside the scope of this
docunent .

ASON routing conmponents are identified by identifiers that are drawn
fromdifferent name spaces (see [G 7715.1]). These are control plane
identifiers for transport resources, conponents, and SCN addresses.
The formats of those identifiers in a routing protocol realization
SHALL be inplenmentation specific and outside the scope of this
docunent .

The failure of an RC, or the failure of conmunications between RCs,
and the subsequent recovery fromthe failure condition MJUST NOT

di srupt calls in progress (i.e., already established) and their

associ ated connections. Calls being set up MAY fail to conplete, and
the call setup service MAY be unavail abl e during recovery actions.

3.1. Miltiple Herarchical Levels of ASON Routing Areas (RAs)

[ G 8080] introduces the concept of a Routing Area (RA) in reference
to a network subdivision. RAs provide for routing information
abstraction. Except for the single RA case, RAs are hierarchically
contai ned: a higher-level (parent) RA contains |ower-level (child)
RAs that in turn MAY also contain RAs, etc. Thus, RAs contain RAs
that recursively define successive hierarchical RA |evels.

However, the RA containnent relationship describes only an
architectural hierarchical organization of RAs. It does not restrict
a specific routing protocol’s realization (e.g., OSPF nulti-areas,
path conputation, etc.). Mreover, the realization of the routing
paradi gmto support a hierarchical organization of RAs and the nunber
of hierarchical RA levels to be supported is routing protoco
specific and outside the scope of this docunent.

In a multi-level hierarchy of RAs, it is necessary to distinguish
anong RCs for the different |evels of the RA hierarchy. Before any
pair of RCs establishes conmunication, they MIST verify that they are
bound to the sane parent RA (see Section 3.2). An RAidentifier (RA
ID) is required to provide the scope within which the RCs can

conmuni cate. To distinguish between RCs bound to the sane RA, an RC
identifier (RCID) is required; the RC ID MJST be unique within its
cont ai ni ng RA

An RA represents a partition of the data plane, and its identifier

(i.e., RAID) is used within the control plane as a reference to the
data plane partition. Each RAwithin a carrier’s network SHALL be
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uniquely identifiable. RA IDs MAY be associated with a transport
pl ane nane space, whereas RC IDs are associated with a control plane
nane space

3.2. Hierarchical Routing Information D ssem nation
Routing infornmati on can be exchanged between RCs bound to adjacent

| evel s of the RA hierarchy, i.e., Level N+1 and N, where Level N
represents the RAs contained by Level N+1. The |inks connecting RAs

may be viewed as external links (inter-RA links), and the |inks
representing connectivity within an RA may be viewed as interna

links (intra-RA links). The external links to an RA at one |evel of
the hierarchy may be internal links in the parent RA. Intra-RA |inks

of a child RA MAY be hidden fromthe parent RA's view

The physical |ocation of RCs for adjacent RA levels, their

rel ati onship, and their conmunication protocol (s) are outside the
scope of this docunent. No assunption is made regardi ng how RCs
conmuni cat e between adj acent RA levels. If routing information is
exchanged between an RC, its parent, and its child RCs, it SHOULD

i ncl ude reachability (see Section 3.5.3) and MAY include, upon policy
deci si on, node and link topology. Comunication between RAs only
takes place between RCs with a parent/child relationship. RCs of one
RA never comunicate with RCs of another RA at the same level. There
SHOULD not be any dependenci es on the different routing protocols
used within an RA or in different RAs.

Multiple RCs bound to the sane RA MAY transform (filter, summarize
etc.) and then forward information to RCs at different |evels.
However, in this case, the resulting information at the receiving
| evel nmust be self-consistent (i.e., ensure consistency between
transform operations perfornmed on routing information at different
| evel s to ensure proper information processing). This MAY be

achi eved using a nunmber of mechani sms.

Note: There is no inplied relationship between nulti-I|layer transport
networks and nulti-Ilevel routing. |Inplenentations MAY support a

hi erarchical routing topology (nulti-level) with a single routing
protocol instance for multiple transport switching |layers or a

hi erarchical routing topology for one transport swi tching |ayer.

1. Type of Informati on Exchanged
The type of information flowi ng upward (i.e., Level Nto Leve
N+1) and the information flowi ng downward (i.e., Level N+l to

Level N) are used for simlar purposes, nanely, the exchange of
reachability information and sunmarized topol ogy information to
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allow routing across nmultiple RAs. The summarizati on of topol ogy
i nformati on may i nmpact the accuracy of routing and may require
addi ti onal path cal cul ation.

The foll owi ng information exchanges are expected:

- Level N+1 visibility to Level N reachability and topol ogy (or
upward i nformation comrmuni cation) allowi ng RC(s) at Level N+1
to determ ne the reachabl e endpoints from Level N

- Level Nvisibility to Level N+1 reachability and topol ogy (or
downward i nformati on comruni cati on) allowi ng RC(s) bounded to
an RA at Level N to devel op paths to reachabl e endpoints
out si de of the RA

2. Interactions between Upward and Downward Conmuni cati on

When both upward and downward i nformati on exchanges contain
endpoi nt reachability information, a feedback | oop could
potentially be created. Consequently, the routing protocol MJST
i nclude a nethod to:

- prevent information propagated froma Level N+1 RA's RCinto
the Level N RA's RC frombeing re-introduced into the Level N+1
RA"s RC, and

- prevent information propagated froma Level N1 RA's RCinto
the Level N RA's RC frombeing re-introduced into the Level N1
RA's RC.

The routing protocol SHALL differentiate the routing information
originated at a given-level RA fromderived routing information
(received fromexternal RAs), even when this information is
forwarded by another RC at the same level. This is a necessary
condition to be fulfilled by routing protocols to be |oop free.

3. Method of Communication
Two approaches exist for conmunication between Level N and N+1

- The first approach places an instance of a Level N routing
function and an instance of a Level N+1 routing function in the
same system The communications interface is within a single
systemand is thus not an open interface subject to
standardi zati on. However, information re-advertisement or
| eaki ng MUST be performed in a consistent manner to ensure
i nteroperability and basic routing protocol correctness (e.g.
cost/metric val ue).
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- The second approach places the Level N routing function on a
separate systemfromthe Level N+1 routing function. |In this
case, a conmmunication interface nmust be used between the
systens containing the routing functions for different |evels.
This comruni cation interface and nmechani snms are outside the
scope of this docunent.

3.3. Configuration
3.3.1. Configuring the Milti-Level Hierarchy

The RC MJST support static (i.e., operator assisted) and MAY support
aut omat ed configuration of the infornation describing its
relationship to its parent and its child within the hierarchica
structure (including RAID and RC ID). Wen applied recursively, the
whol e hierarchy is thus configured.

3.3.2. Configuring RC Adjacenci es

The RC MJST support static (i.e., operator assisted) and MAY support
aut omat ed configuration of the information describing its associated
adj acencies to other RCs within an RA. The routing protocol SHOULD
support all the types of RC adjacencies described in Section 9 of

[G 7715]. The latter includes congruent topology (with distributed
RC) and hubbed topol ogy (e.g., note that the |latter does not
automatically inply a designated RC).

3.4. Evolution

The contai nnent rel ationshi ps of RAs may change, notivated by events
such as mergers, acquisitions, and divestitures.

The routing protocol SHOULD be capabl e of supporting architectura
evolution in ternms of the nunber of hierarchical |evels of RAs, as
wel | as the aggregation and segmentation of RAs. RA ID uni queness
within an admnistrative domain nay facilitate these operations. The
routing protocol is not expected to automatically initiate and/or
execute these operations. Reconfiguration of the RA hierarchy may
not disrupt calls in progress, though calls being set up may fail to
conplete, and the call setup service may be unavail abl e during
reconfiguration actions.

3.5. Routing Attributes
Routing for transport networks is performed on a per-layer basis,
where the routing paradignms MAY differ anong |ayers and within a

layer. Not all equi pnent supports the sanme set of transport |ayers
or the sane degree of connection flexibility at any given layer. A
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server |layer trail may support various clients, involving different
adaptation functions. In addition, equipnment may support variable
adaptation functionality, whereby a single server |ayer trai

dynam cal |y supports different multiplexing structures. As a result,
routing informati on MAY include |ayer-specific, |ayer-independent,
and client/server adaptation infornation.

3.5.1. Taxonony of Routing Attributes
Attributes can be organi zed according to the foll owi ng categories:
- Node related or link related
- Provisioned, negotiated, or automatically configured

- Inherited or layer specific (client |ayers can inherit some
attributes fromthe server layer, while other attributes such as
Li nk Capacity are specified by |ayer)

(Component) link attributes MAY be statically or automatically
configured for each transport network layer. This nay lead to
unnecessary repetition. Hence, the inheritance property of
attributes MAY al so be used to optim ze the configuration process.

ASON uses the term SubNetwork Point (SNP) for the control plane
representation of a transport plane resource. The control plane
representation and transport plane topology are NOT assunmed to be
congruent; the control plane representation SHALL not be restricted
by the physical topology. The relational grouping of SNPs for
routing is ternmed an SNP Pool (SNPP). The routing function

under stands topology in terns of SNPP links. G ouping MAY be based
on different link attributes (e.g., SRLG information, |ink weight,
etc).

Two RAs may be |inked by one or nore SNPP links. Miltiple SNPP Iinks
may be required when conponent |inks are not equivalent for routing
purposes with respect to the RAs to which they are attached, to the
contai ning RA, or when smaller groupings are required.

3.5.2. Commonly Advertised Information

Advertisenments MAY contain the followi ng common set of information
regardl ess of whether they are |ink or node rel ated:

- RAIDof the RA to which the adverti senent is bounded

- RCIDof the entity generating the advertisenent

Brungard, Ed. I nf or mati onal [ Page 9]



RFC 4258 GWLS Routing for ASON Noverber 2005

- Information to uniquely identify advertisenents
- Information to deterni ne whether an advertisenment has been updated

- Information to indicate when an adverti sement has been derived
froma different | evel RA

3.5.3. Node Attributes

Al'l nodes belong to an RA; hence, the RA ID can be considered an
attribute of all nodes. Gven that no distinction is nade between
abstract nodes and those that cannot be deconposed any further, the
sane attributes MAY be used for their advertisement. In the
following tables, Capability refers to the | evel of support required
in the realization of a link state routing protocol, whereas Usage
refers to the degree of operational control that SHOULD be avail abl e
to the operator.

The foll owing Node Attributes are defined:

Attribute Capability Usage
Node | D REQUI RED REQUI RED
Reachabi lity REQUI RED OPTI ONAL

Table 1. Node Attri butes

Reachability information describes the set of endpoints that are
reachabl e by the associated node. |t MAY be advertised as a set of
associ ated external (e.g., User Network Interface (UNl))

address/ address prefixes or a set of associated SNPP |link | Ds/SNPP I D
prefixes, the selection of which MIST be consistent within the
appl i cabl e scope. These are control plane identifiers; the formats
of these identifiers in a protocol realization are inplenmentation
specific and outside the scope of this docunent.

Note: No distinction is nmade between nodes that may have further
internal details (i.e., abstract nodes) and those that cannot be
deconposed any further. Hence, the attributes of a node are not
considered as only single-switch attributes but MAY apply to a node
at a higher level of the hierarchy that represents a subnetwork.
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3.5.4. Link Attributes

The following Link Attributes are defined:

Link Attribute Capability Usage
Local SNPP link ID REQUI RED REQUI RED
Renote SNPP |link ID REQUI RED REQUI RED

Layer Specific Characteristics see Table 3
Table 2. Link Attributes

The SNPP |ink I D MUST be sufficient to uniquely identify (within the
Node | D scope) the correspondi ng transport plane resource, taking
into account the separation of data and control planes (see Section
3.5.1; the control plane representation and transport plane topol ogy
are not assuned to be congruent). The SNPP link ID format is routing
pr ot ocol specific.

Note: When the remote end of an SNPP |ink is | ocated outside of the
RA, the renmote SNPP link IDis OPTI ONAL.

The following link characteristic attributes are defined:

- Signal Type: This identifies the characteristic information of the
| ayer networKk.

- Link Weight: This is the netric indicating the relative
desirability of a particular |link over another, e.g., during path
conput ati on.

- Resource Cass: This corresponds to the set of administrative
groups assigned by the operator to this link. A link MAY bel ong
to zero, one, or nore administrative groups.

- Local Connection Types: This attribute identifies whether the
| ocal SNP represents a Termination Connection Point (CP), a
Connection Point (CP), or can be flexibly configured as a TCP

- Link Capacity: This provides the sum of the avail abl e and
potential bandw dth capacity for a particular network transport
layer. O her capacity neasures MAY be further considered.

- Link Availability: This represents the survivability capability
such as the protection type associated with the |ink

- Diversity Support: This represents diversity information such as
the SRLG i nformation associated with the |ink
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- Local Adaptation Support: This indicates the set of client |ayer
adapt ati ons supported by the TCP associated with the |ocal SNPP
This is applicable only when the | ocal SNP represents a TCP or can
be flexibly configured as a TCP

Li nk Characteristics Capability Usage

Si gnal Type REQUI RED OPTI ONAL
Li nk Wi ght REQUI RED OPTI ONAL
Resource C ass REQUI RED OPTI ONAL
Local Connection Types REQUI RED OPTI ONAL
Li nk Capacity REQUI RED OPTI ONAL
Link Availability OPTI ONAL OPTI ONAL
Di versity Support OPTI ONAL OPTI ONAL
Local Adaptation Support OPTI ONAL OPTI ONAL

Tabl e 3. Link Characteristics

Not e: Separate advertisenments of |ayer-specific attributes MAY be
chosen. However, this may |lead to unnecessary duplication. This can
be avoi ded using the inheritance property, so that the attributes
derivable fromthe | ocal adaptation information do not need to be
advertised. Thus, an optimzati on MAY be used when several |ayers
are present by indicating when an attribute is inheritable froma
server | ayer.

4. Security Considerations

The ASON routing protocol MJIST deliver the operational security

obj ectives where required. The overall security objectives (defined
in ITUT Reconmendation [ M 3016]) of confidentiality, integrity, and
accountability nay take on varying levels of inportance. These

obj ectives do not necessarily inply requirenents on the routing
protocol itself, and MAY be net by other established neans.

Note: A threat analysis of a proposed routing protocol SHOULD address
masquer ade, eavesdroppi ng, unauthorized access, |oss or corruption of
i nformation (including replay attacks), repudiation, forgery, and
deni al of service attacks.

5. Concl usi ons
The description of the ASON routing architecture and conponents is

provided in terms of routing functionality. This descriptionis only
conceptual : no physical partitioning of these functions is inplied.
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In sumary, the ASON routing architecture assunes:

A network is subdivided into ASON RAs, which MAY support nultiple
routing protocols; no one-to-one relationship SHALL be assumned.

Routing Controllers (RCs) provide for the exchange of routing
information (primtives) for the RA. The RC is protoco

i ndependent and MAY be realized by multiple, different protocol
controllers within an RA. The routing informati on exchanged
bet ween RCs SHALL be subject to policy constraints inposed at
reference points (External- and Internal-NN).

In a multi-level RA hierarchy based on contai nnment, comunication
bet ween RCs of different RAs happens only when there is a
parent/child rel ati onship between the RAs. RCs of child RAs never
conmuni cate with the RCs of other child RAs. There SHOULD not be
any dependencies on the different routing protocols used within a
child RA and that of its parent. The routing information
exchanged within the parent RA SHALL be independent of both the
routing protocol operating within a child RA and any contro

di stribution choice(s), e.g., centralized, fully distributed.

For an RA, the set of RCs is referred to as an ASON routing
(control) domain. The routing informati on exchanged between
routing domains (inter-RA, i.e., inter-domain) SHALL be

i ndependent of both the intra-domain routing protocol (s) and the
i ntra-domain control distribution choice(s), e.g., centralized,
fully distributed. RCs bounded to different RA | evel s MAY be
coll ocated within the sanme physical element or physically

di stributed.

The routing adjacency topology (i.e., the associated PC
connectivity topol ogy) and the transport network topol ogy SHALL
NOT be assumed to be congruent.

The routing topol ogy SHALL support nultiple |inks between nodes
and RAs.

In sunmary, the followi ng functionality is expected from GWLS
routing to instantiate the ASON hi erarchical routing architecture
realization (see [G 7715] and [G 7715.1]):

RAs SHALL be uniquely identifiable within a carrier’s network,
each having a unique RAID within the carrier’s network.

Wthin an RA (one level), the routing protocol SHALL support
di ssem nation of hierarchical routing information (including
sunmari zed routing information for other |levels) in support of an
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architecture of nmultiple hierarchical |evels of RAs; the nunber of
hi erarchical RA |l evels to be supported by a routing protocol is
i mpl ement ati on specific.

- The routing protocol SHALL support routing information based on a
conmmon set of information elenents as defined in [G 7715] and
[G 7715. 1], divided between attributes pertaining to |inks and
abstract nodes (each representing either a subnetwork or sinply a
node). [G 7715] recognizes that the manner in which the routing
information is represented and exchanged will vary with the
routing protocol used.

- The routing protocol SHALL converge such that the distributed RDBs
becone synchroni zed after a period of tine.

To support hierarchical routing information dissemnation within an
RA, the routing protocol MJST deliver:

- Processing of routing information exchanged bet ween adj acent
| evel s of the hierarchy (i.e., Level N+1 and N) including
reachability and, upon policy, decision sumrarized topol ogy
i nf or mati on.

- Self-consistent information at the receiving level resulting from
any transformation (filter, summarize, etc.) and forwarding of
information fromone RCto RC(s) at different |evels when nmultiple
RCs are bound to a single RA

- A mechanismto prevent the re-introduction of information
propagated into the Level N RA's RC back to the adjacent |eve
RA's RC fromwhich this informati on has been initially received.

In order to support operator-assisted changes in the containnent

rel ati onshi ps of RAs, the routing protocol SHALL support evolution in
terns of the number of hierarchical |levels of RAs. For exanple:
support of non-disruptive operations such as addi ng and renovi ng RAs
at the top/bottomof the hierarchy, adding or renmoving a hierarchica
level of RAs in or fromthe mddle of the hierarchy, as well as
aggregati on and segnmentation of RAs. The nunber of hierarchica

| evel s to be supported is routing protocol specific and reflects a
contai nnent relationship; e.g., an RAinsertion involves supporting a
different routing protocol donmain in a portion of the network.

Reachability information (see Section 3.5.3) of the set of endpoints
reachabl e by a node may be advertised either as a set of UN
Transport Resource addresses/address prefixes or a set of associated
SNPP Iink I1Ds/SNPP link ID prefixes, assigned and sel ected
consistently in their applicability scope. The formats of the
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control plane identifiers in a protocol realization are

i mpl ementation specific. Use of a routing protocol within an RA
shoul d not restrict the choice of routing protocols for use in other
RAs (child or parent).

As ASON does not restrict the control plane architecture choice used,
either a collocated architecture or a physically separated
architecture may be used. A collection of |links and nodes such as a
subnetwork or RA MJUST be able to represent itself to the w der
network as a single logical entity with only its external |inks
visible to the topol ogy database.
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Appendi x 1: ASON Ter mi nol ogy
Thi s docunent nakes use of the follow ng terns:

Admi ni strative domain (see Recomendation [G 805]): For the purposes
of [G 7715.1], an adm nistrative domain represents the extent of
resources that belong to a single player such as a network operator,
a service provider, or an end-user. Administrative donains of
different players do not overlap anongst themnsel ves.

Adapt ati on function (see Reconmendation [G 805]): A "transport
processi ng function" that processes the client layer information for
transfer over a server layer trail

Client/Server relationship: The associati on between | ayer networks
that is performed by an "adaptation” function to allow the |ink
connection in the client |ayer network to be supported by a trail in
the server |ayer network.

Control plane: Perfornms the call control and connection contro
functions. Through signaling, the control plane sets up and rel eases
connections and may restore a connection in case of a failure.

(Control) Domain: Represents a collection of (control) entities that
are grouped for a particular purpose. The control plane is

subdi vided into dormai ns matching adninistrative domains. Wthin an

admi ni strative donmain, further subdivisions of the control plane are
recursively applied. A routing control domain is an abstract entity
that hides the details of the RC distribution

External NNI (E-NNI): Interfaces are | ocated between protoco
control |l ers between control donains.

Internal NNI (I-NNI'): Interfaces are | ocated between protoco
controllers within control domains.

Li nk (see Recommendation [G 805]): A "topol ogi cal conponent” that
describes a fixed relationship between a "subnetwork" or "access
group"” and anot her "subnetwork" or "access group". Links are not
l[imted to being provided by a single server trail

Managenent pl ane: Perforns managenent functions for the transport
pl ane, the control plane, and the systemas a whole. It also
provi des coordi nati on between all the planes. The follow ng
managenent functional areas are performed in the managenent plane:
performance, fault, configuration, accounting, and security
managemnent .
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Managenent donain (see Recommendation [ G 805]): A managenent domain
defines a collection of managed objects that are grouped to neet
organi zati onal requirenents accordi ng to geography, technol ogy,
policy, or other structure, and for a number of functional areas such
as configuration, security, (FCAPS), for the purpose of providing
control in a consistent manner. Managenent donai ns can be disjoint,
contai ned, or overlapping. As such, the resources within an

admini strative domain can be distributed into several possible

over| appi ng managenent domains. The sane resource can therefore

bel ong to several nanagenment donmi ns sinultaneously, but a managenent
domai n shall not cross the border of an admi nistrative domain.

Mul tipl exing (see Recormendation [G 805]): Miltiplexing techni ques
are used to conbine client layer signals. The many-to-one

rel ati onship represents the case of several |ink connections of
client layer networks supported by one server layer trail at the sane
time.

Subnetwork Point (SNP): The SNP is a control plane abstraction that
represents an actual or potential transport plane resource. SNPs (in
di fferent subnetwork partitions) nmay represent the sane transport
resource. A one-to-one correspondence should not be assuned.

Subnetwork Point Pool (SNPP): A set of SNPs that are grouped together
for the purposes of routing.

Term nation Connection Point (TCP): A TCP represents the output of a
Trail Termination function or the input to a Trail Term nation Sink
function.

Trail (see Recommendation [G 805]): A "transport entity" that

consi sts of an associated pair of "unidirectional trails" capable of
si mul taneously transferring information in opposite directions
between their respective inputs and out puts.

Transport plane: Provides bi-directional or unidirectional transfer
of user information, fromone |location to another. |t can also
provi de transfer of some control and network management information
The transport plane is layered; it is equivalent to the Transport
Net wor k defined in the [ G 805] Recomendati on

User Network Interface (UNI): Interfaces are | ocated between protoco
controllers between a user and a control donmain. Note: there is no
routing function associated with a UNI reference point.

Vari abl e adaptation function: A single server layer trail may

dynam cal |y support different multiplexing structures, i.e., link
connections for multiple client |layer networks.
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Appendi x 2: ASON Routing Term nol ogy
Thi s docunent nakes use of the follow ng terns:

Routing Area (RA): An RA represents a partition of the data plane,
and its identifier is used within the control plane as the
representation of this partition. Per [G 8080], an RA is defined by
a set of subnetworks, the links that interconnect them and the
interfaces representing the ends of the links exiting that RA. An RA
may contain smaller RAs inter-connected by links. The limt of
subdivision results in an RA that contains two subnetworks

i nterconnected by a single link

Routi ng Dat abase (RDB): Repository for the |ocal topology, network
topol ogy, reachability, and other routing information that is updated
as part of the routing informati on exchange and may additionally
contain information that is configured. The RDB may contain routing
information for nore than one Routing Area (RA)

Routi ng Conponents: ASON routing architecture functions. These
functions can be classified as protocol independent (Link Resource
Manager or LRM Routing Controller or RC) and protocol specific
(Protocol Controller or PC).

Routing Controller (RC): Handles (abstract) information needed for
routing and the routing informati on exchange with peering RCs by
operating on the RDB. The RC has access to a view of the RDB. The
RC i s protocol independent.

Note: Since the RDB may contain routing information pertaining to
multiple RAs (and possibly to multiple | ayer networks), the RCs
accessing the RDB may share the routing information

Li nk Resource Manager (LRM): Supplies all the rel evant conponent and
Traffic Engineering (TE) link information to the RC. It informs the
RC about any state changes of the link resources it controls.

Protocol Controller (PC): Handl es protocol -specific nessage exchanges
according to the reference point over which the information is
exchanged (e.g., E-NNI, I-NNI), and internal exchanges with the RC.
The PC function is protocol dependent.
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Ful | Copyright Statenent
Copyright (C The Internet Society (2005).

Thi s docunent is subject to the rights, licenses and restrictions
contained in BCP 78, and except as set forth therein, the authors
retain all their rights.

Thi s docunent and the information contained herein are provided on an
"AS | S' basis and THE CONTRI BUTOR, THE ORGANI ZATI ON HE/ SHE REPRESENTS
OR | S SPONSORED BY (I F ANY), THE | NTERNET SOCI ETY AND THE | NTERNET
ENG NEERI NG TASK FORCE DI SCLAI M ALL WARRANTI ES, EXPRESS OR | MPLI ED,

| NCLUDI NG BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE

I NFORMATI ON HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED
WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE

Intell ectual Property

The | ETF takes no position regarding the validity or scope of any
Intell ectual Property Rights or other rights that m ght be clained to
pertain to the inplenentation or use of the technol ogy described in
this document or the extent to which any |icense under such rights

m ght or mght not be available; nor does it represent that it has
made any independent effort to identify any such rights. Information
on the procedures with respect to rights in RFC docunents can be
found in BCP 78 and BCP 79.

Copi es of IPR disclosures made to the | ETF Secretariat and any
assurances of licenses to be nmade available, or the result of an
attenpt nade to obtain a general |icense or permission for the use of
such proprietary rights by inplenenters or users of this
specification can be obtained fromthe |ETF on-line | PR repository at
http://ww.ietf.org/ipr.

The 1ETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights that may cover technology that may be required to inpl enent
this standard. Pl ease address the information to the IETF at ietf-
ipr@etf.org.
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