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Abst r act
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Mul tiprotocol Label Switching (MPLS) networks. These M B nodul es are
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Thi s docunent describes the managenment architecture for MPLS and
i ndicates the interrelationships between the different M B nodul es

used for MPLS network managenent.
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1. Introduction

Thi s docunent describes the Management Architecture for Multi-
Protocol Label Switching (MPLS) [RFC3031]. In particular, it

descri bes how t he managed objects defined in various MPLS-rel ated
Managenent | nformati on Base (M B) docunments nodel different aspects
of MPLS. Furthernore, this docunment explains the interactions and
dependenci es between each of these M B nodul es.

For additional information, this document also includes a brief note
on M B nodul es produced by the Pseudo Wre Enul ati on Edge to Edge
(PWE3), Provider Provisioned Virtual Private Network (PPVPN), Commobn
Control and Measurenment Plane (CCAMP), and Internet Traffic

Engi neering (TEWS wor ki ng groups.

The document begins with a brief outline of the SNWP franmework. This
is not intended to be a conplete reference on SNMP, but is provided
to give context to the rest of the docunent and to indicate reference
material for readers that need to know nore about SNWP

Thi s docunent does not propose any additions to the MPLS M B
framewor k, nor define any standards for the Internet community. It
is an informational document. In all cases, the reader is advised to
turn to the docunent that defines the MB nodule in question for
further information.

Conments shoul d be made directly to the MPLS mailing list at
npl s@iu. net .

2. Term nol ogy

Thi s docunent uses term nology fromthe MPLS architecture docunent

[ RFC3031] and the following MPLS related M B nodul es: MPLS TC M B
[TCMB], MPLS LSR MB [LSRMB], MPLS TE MB [TEM B], MPLS LDP M B
[LDPM B], MPLS FTN MB [FTNM B], TE LINK M B [ TELM B], and PPVPN MPLS
VPN M B [ VPNM B] .

Thr oughout this docunment hyphenated M B names (such as MPLS-TE- STD

M B) shoul d be taken to refer to specific MB nodules. Non-

hyphenated M B names (such as MPLS LDP M B) indicate M B docunents.
3. The SNWP Managenent Franmewor k

For a detailed overview of the docunents that describe the current

I nt ernet - Standard Managenent Franework, please refer to section 7 of
RFC 3410 [ RFC3410].
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Managed objects are accessed via a virtual information store, terned
t he Management |Infornmation Base or MB. MB objects are generally
accessed through the Sinple Network Managenment Protocol (SNWVP).
hjects in the MB are defined using the nechani sns defined in the
Structure of Managenent Information (SM). This docunment specifies a
M B nmodul e that is conpliant to the SMv2, which is described in STD
58, RFC 2578 [RFC2578], STD 58, RFC 2579 [RFC2579] and STD 58, RFC
2580 [ RFC2580].

4. An Introduction to the MPLS Wirking G- oup M B Mdul es

This section addresses the M B docunents produced by the MPLS wor ki ng
group, nanmely MPLS TC M B, MPLS LSR M B, MPLS TE M B, MPLS LDP M B,
MPLS FTN M B, and TE LINK MB. The rest of this section briefly
descri bes the follow ng:

- the MPLS bject Identifier (OD) tree structure and the position
of different MPLS related M B npodul es on this tree;

- the purpose of each of the MB nodules within the M B docunents,
what it can be used for, and howit relates to the other MB
nodul es.

Not e that each M B docunent contains one or nore conpliance
statenents for the nodul es and objects that it defines. Therefore,
the support for the different M B nodul es and objects is beyond the
scope of this docunment, although sone recomendati ons are included in
the sections that follow
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4.1. Structure of the MPLS M B O D Tree
The MPLS M B O D tree has the foll owi ng structure.
transm ssion -- RFC 2578 [ RFC2578]

L- nmpl sStdM B -- MPLS-TC- STD-M B
I |+ npl sSTCStdM B -- MPLS-TC- STD-M B

I !I- npl sLsrStdM B -- MPLS-LSR-STD-M B

I |+ npl sTeStdM B -- MPLS- TE- STD-M B

I |+ npl sLdpSt dM B -- MPLS- LDP- STD-M B

I |+ npl sLdpAt mSt dM B - - MPLS- LDP- ATM STD-M B

I |+ npl sLdpFraneRel ayStdM B -- MPLS- LDP- FRAMVE- RELAY- STD- M B
I !0- npl sLdpCGenericStdM B -- MPLS- LDP- GENERI C- STD- M B

|

|

|
+- npl sSFTNStdM B -- MPLS-FTN-STD-M B

+- teLinkStdM B -- TE-LINK-STD-M B

Note: The O Ds for MB nodul es are assigned and nanaged by | ANA.
They can be found in the referenced M B docunents.

4.2. MPLS-TC-STD-M B

MPLS- TC- STD- M B defines textual conventions [ RFC2579] that may be
comon to MPLS-related M B nodul es. These conventions allow nultiple
M B nodul es to use the same syntax and format for a concept that is
shared between the M B nopdul es.

For exanple, labels are a central part of MPLS and need to be
presented in nany of the M B nodul es. The textual convention for
representing an MPLS | abel is defined in MPLS-TC- STD-M B.

Al of the other MPLS M B nodul es inport textual conventions from
this M B nodul e.

4.3. MPLS-LSR-STD-M B
MPLS- LSR- STD- M B descri bes managed objects for nodeling an MPLS Label

Switching Router (LSR). This puts it at the heart of the managenent
architecture for MPLS.
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This M B nodule is used to nbdel and nanage the basic | abel switching
behavi or of an MPLS LSR. It represents the |abel forwarding

i nformation base (LFIB) of the LSR and provides a view of the LSPs
that are being switched by the LSR in question.

Since basic MPLS | abel switching is commpn to all MPLS applications,
this MB nodule is referenced by many of the other MPLS M B nodul es.

In general, MPLS-LSR-STD-M B provides a nodel of inconing |abels on
MPLS- enabl ed interfaces being mapped to outgoing | abels on MPLS-
enabl ed interfaces via a conceptual object called an MPLS cross-
connect. MPLS cross-connect entries and their properties are
represented in MPLS-LSR-STD-M B and are typically referenced by ot her
M B nodules in order to refer to the underlying MPLS LSP.

For exanple, MPLS-TE-STD-M B nodel s traffic-engineered tunnels.
These tunnels map to one or nore underlying MPLS LSPs. MPLS-TE-STD
MB refers to the underlying LSPs by pointing to cross-connect
entries in MPLS-LSR- STD-M B.

4.4. NMPLS-LDP-STD-M B

MPLS- LDP- STD- M B descri bes managed objects used to nodel and manage
the MPLS Label Distribution Protocol (LDP) [RFC3036]. LDP is one of
the MPLS protocols used to distribute |abels and establish LSPs.

This M B nodul e contai ns objects conmon to all LDP inpl enentations.
For an LDP inplenmentation that provides standard M B support, this
M B nodul e provides the core set of objects that are needed, al ong
with one or nore of the other LDP M B nodul es fromthe follow ng
sections.

4.5. MPLS-LDP-GENERI C-STD-M B

This M B nodul e provi des objects for nmanagi ng the LDP Per Platform
Label Space and is typically inplemented al ong with the MPLS-LDP-
STD-M B nodule. This MB Mdul e contains tables for configuring MPLS
Generi c Label Ranges. Although the LDP Specification does not
provide a way to configure Label Ranges for Generic Labels, the MB
nodul e does provide a way to reserve a range of generic |abels
because t he working group thought this was useful.

4.6. MPLS-LDP-ATM STD-M B
This MB nodule is typically supported along with MPLS-LDP-STD-M B by

LDP inplementations if LDP uses ATM as the Layer 2 medium Tables in
this MB nmodul e allow for configuring LDP to use ATM
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4.7. NPLS-LDP- FRAVE- RELAY- STD-M B

This MB nodule is typically supported along with MPLS-LDP-STD-M B by
LDP inplenmentations if LDP uses Frame Relay as the Layer 2 medi um
Tables in this MB nodule allow for configuration of LDP to use Frame
Rel ay.

4.8. MPLS-TE-STD-M B

MPLS- TE- STD- M B descri bes nanaged objects that are used to nodel and
manage MPLS Traffic Engi neered (TE) Tunnels.

This M B nodule is based on a table that represents TE tunnels that
either originate from traverse via, or termnate on the LSRin
guestion. The M B nodul e provi des configuration and statistics

obj ects needed for TE tunnels.

4.9. MPLS-FTN-STD-M B

MPLS- FTN- STD- M B descri bes nmanaged objects that are used to nodel and
manage the MPLS FEC-to- NHLFE (FTN) mappi ngs that take place at an
i ngress Label Edge Router (LER).

An LER is an LSR placed at the edge of an MPLS domain, and it passes
traffic into and out of the MPLS domain. An ingress LERis
responsi ble for classifying data and assigning it to a suitable LSP
or tunnel

This classification is done using Forwardi ng Equi val ence C asses
(FECs) that define the commpn attributes of data (usually packets)
that will be treated in the same way. Once data has been classified,
it can be handed off to an LSP or tunnel through the Next Hop Labe
Forwardi ng Entry (NHLFE)

In the case of an IP-to-MPLS mapping, the FEC objects describe IP
6-tupl es that represent source and destination address ranges, source
and destination port ranges, the I Pv4 Protocol field or |Pv6 next-
header field, and the DiffServ Code Point (DSCP).

4.10. TE-LINK-STD-M B

TE- LI NK- STD- M B descri bes managed objects that are used to nodel and
manage TE |inks, including bundled links, in an MPLS networKk.

The TE link feature is designed to aggregate one or nore sinilar data

channels or TE |inks between a pair of LSRs. A TE link is a sub-
interface capable of carrying traffic-engineered MPLS traffic.
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A bundled link is a sub-interface that bonds the traffic of a group
of one or nore TE |inks.

.11. M B Mbdul e | nt erdependenci es

Thi s section provides an overview of the relationship between the
MPLS M B nodul es descri bed above. Mre details of these

rel ati onshi ps are given bel ow after the M B nobdul es have been

di scussed in nore detail.

The arrows in the follow ng di agram show a ' depends on’ rel ationshi p.
A relationship "M B nodul e A depends on M B nodul e B" neans that MB
nodul e A uses an object, object identifier, or textual convention
defined in MB nodule B, or that MB nodul e A contains a pointer

(i ndex or RowPointer) to an object in MB nodul e B.

e > MPLS-TC-STD-M B

| N

|

| MPLS-LSR-STD-MB <---------ccmmmmmmn +
| |
P o MPLS- LDP- STD-M B - - >+
| L
+<-- MPLS-LDP-GENERIC-STD-MB ------ >+ |
| | |
+<-- MPLS-LDP-ATMSTD-MB ---------- >+ |
| | |
+<-- MPLS- LDP- FRAME- RELAY- STD-M B - - >+ |
| |
<o MPLS-TE-STD-MB ------------------- >+
| ? |
F<o - MPLS-FTN-STD-MB ---------mmmme oo - - >+
Thus:

- Al the MPLS M B nodul es depend on MPLS-TC- STD-M B.

-  MPLS-LDP-STD-M B, MPLS-TE-STD-M B, and MPLS-FTN-STD-M B contain
references to objects in MPLS-LSR- STD-M B.

- MPLS- LDP- GENERI C- STD-M B, MPLS- LDP- ATM STD-M B, and MPLS- LDP-
FRAME- RELAY- STD-M B contain references to objects in MPLS-LDP-
STD- M B.

- MPLS-FTN-STD-M B contains references to objects in MPLS-TE- STD-
M B.
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Note that there is a textual convention (Ml slndexType) defined in
MPLS-LSR-STD-M B that is inported by MPLS-LDP- STD-M B.

4.12. Dependenci es on External M B Mdul es

Wth the exception of MPLS-TC-STD-MB, all the MPLS M B nodul es have
dependenci es on the Interfaces M B [ RFC2863]. MPLS-FTN-STD-M B
references | P-capable interfaces on which received traffic is to be
classified using indexes in the Interface Table (ifTable) of IF-MB
[ RFC2863]. The other MPLS M B nodul es reference MPLS-capabl e
interfaces in ifTable.

The Interfaces Group of IF-MB [RFC2863] defi nes generic nmanaged
objects for nmanaging interfaces. The MPLS M B nodul es contain

nmedi a- specific extensions to the Interfaces Goup for managi ng MPLS
i nterfaces.

The MPLS M B nodul es assune the interpretation of the Interfaces
Group to be in accordance with [RFC2863], which states that ifTable
contains informati on on the nanaged resource’s interfaces and that
each sub-layer below the internetwork |ayer of a network interface is
considered an interface. Thus, the MPLS interface is represented as
an entry in ifTable.

The interrelation of entries in ifTable is defined by the Interfaces
Stack Group defined in [ RFC2863].

Addi tionally, MPLS-LDP-ATM STD-MB inmports the textual convention

At mvpl dentifier from ATMTC-M B to represent an ATMvirtual path
identifier, whereas MPLS-LDP- FRAME- RELAY-STD-M B i nports the textual
convention DLCI from FRAME- RELAY-DTE-M B to represent a Data Link
Channel identifier.

MPLS- LDP- STD-M B inports the textual conventions Indexlnteger and
I ndexI nt eger Next Free from [ RFC3289], and MPLS-TE-STD-M B i nports

I ndex| nt eger Next Free. | ndexlnteger provides a standard arbitrary
i ndex, whereas | ndexl|ntegerNextFree is used by a nanagenent agent
that needs to select an appropriate value for an arbitrary index.

Finally, all of the MB nmpodul es inmport standard textual conventions
such as integers, strings, tinmestanps, etc., fromthe MB nodules in
which they are defined. This is business as usual for a MB nodul e
and is not discussed further in this document.
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5.

5.

5.

Tabl es, Scalars, and Notifications in MPLS-LSR-STD-M B
1. Tables

MPLS-LSR- STD-M B contains the foll ow ng tables.

- The interface configuration table (nplslinterfaceTable) is used for
enabl i ng MPLS on MPLS-capabl e interfaces.

- The in-segment (nplslnSegnent Tabl e) and out - segnent
(pl sQut Segnent Tabl e) tables are used to configure and monitor LSP
segnents carrying data into and out of the LSR, respectively.

- The in-segnment mapping table (nplslnSegnent MapTabl e) provides a
| ook-up table that enables the discovery of an in-segment in
npl sl nSegrent Tabl e from the known i ncom ng interface and incom ng
| abel .

- The cross-connect table (nplsXCTable) is used to associate in and
out segnents in order to forma cross-connect (i.e., to represent
an LSP transiting the LSR)

- The | abel stack table (nplsLabel StackTable) allows the
specification of nulti-Ilabel stacks to be inposed on a given LSP
at this LSR

-  The MPLS in-segnent (npl sl nSegnent Perf Tabl e) and out - segnent
(mpl sQut Segrrent Per f Tabl e) performance tables contain objects to
nmeasure the performance of LSPs.

- The MPLS interface perfornance table (nplslnterfacePerfTable) has
objects to nmeasure MPLS perfornmance on a per-interface basis.

2. Scal ars

Where tables in the MB nodul e have arbitrary indexes, scalars are
provided to supply the next available index. This applies to

npl sl nSegnent Tabl e, npl sQut Segnent Tabl e, npl sXCTabl e, and

npl sLabel St ackTabl e, but see the section on indexing, below.

npl sMaxLabel St ackDept h defines the maxi num si ze of a inposed | abe

stack supported at this LSR (and not, as the description in MPLS-

LSR-STD-M B states, the maxi num | abel stack depth supported by the
LSR).

npl sXCNot i fi cati onsEnable is used to enable and disable notifications
from MPLS- LSR- STD- M B.
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5.3. Indexing

Note that the indexing used by the tables in MPLS-LSR-STD-MB is
unusual . A specific textual convention, Ml slndexType, is defined in
the MB nodule and is used as the type for indexes to

npl sl nSegnent Tabl e, npl sQut Segnent Tabl e, npl sXCTabl e, and

npl sLabel StackTable. The textual convention is defined as an octet
string of between one and twenty-four octets, inclusive.

Al t hough this convention can be used to map sinple integers and so
preserve the normal indexing techniques, it may al so be used to
encode nore conplex indexing rules that may be useful to

i mpl enent ati ons that subdivide their |abel spaces according to
physical or inplementation constraints (such as placing the
responsibility for a subset of labels with a |line card).

Note that it would be unusual, but not inpossible, to make

sophi sticated use of these indexes in a wite-access MB since the
"next’ index value would be hard to determ ne. Thus, non-sinple
values are likely only to be used in read-only MBs in which the

i ndexes are generated as a result of signaling protoco

i mpl enent ati ons or other configuration neans. The formatting and
interpretati on of non-sinple indexes is out of the scope of the MB
nodul e definition and is expected to be part of the nanageability
statenment for a particular device. Wen the fornatting is not known
by an agent, it should treat the index as a plain octet string
contai ning an integer of between one and twenty-four octets.

As described in the previous section, scalars are provided to all ow
agents to discover a suitable value to use as an index when creating
a newrow in one of these tables. These scalars all use a second
textual convention, Ml sl ndexNext Type, also defined within MPLS-LSR-
STD-M B. This textual convention allows the "null string , (that is,
a string of length one octet with value 0x00). The null string is
used to indicate that either wite access is not supported or no nore
i ndexes are currently avail abl e.

Note that the usage of the nextlndex scalars is such that at any tine
a scalar supplies a value that is currently unused as an index to the
specific table. 1In order to avoid lacunae in the indexing of a table
under normal usage, inplenentations are reconmended to change the

val ue in an nextlndex scalar only when the index is used (that is,
when a row is created) and not when the nextlndex scalar is read. In
a 'busy’ table, this may result in row creation attenpts failing and
agents having to re-read the scal ar before making a second row
creation attenpt. The desire to avoid this issue is in opposition to
the desire to avoid | acunae.
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5.

5.

4. Notifications

MPLS-LSR- STD-M B can issue two notifications (if notifications are
enabl ed) .

- npl sXCUp reports when a cross-connect becones acti ve.

- npl sXCDown reports when a cross-connect becones
i nactive.

5. Dependenci es between M B Mdul e Tabl es

The tables in MPLS-LSR-STD-M B are rel ated as shown on the di agram
below. The arrows indicate a reference fromone table to another.

Note that the various M B tables contain two i nstances of pointers to
external tables that are not currently defined. Entries in an
external Traffic Paraneters Table (external _Traffic_Table) are

poi nted to using RowPointers fromthe npl sl nSegnent Tabl e

(rpl sl nSegnent Traffi cParanPtr) and fromthe npl sQut Segnent Tabl e

(npl sQut Segrrent TrafficParanPtr) to allow representation of the
traffic parameters for the MPLS segment. Alternatively, the pointers
may indicate an entry in the Tunnel Resource Table

(mpl sTunnel ResourceTable) in MPLS-TE-STD-MB. Sinilarly, an external
| abel table may be used to store |abel values if, for some reason,
they are not stored in place within the LSR M B tables. This night
occur if extra per-1label space information needs to be stored, and it
paves the way for GWLS where | abel s cannot always be stored in a
32-bit value. RowPointers are used fromthe nplslnSegnent Tabl e

(nmpl sl nSegnent Label Ptr), the npl sQut Segnent Tabl e

(npl sQut Segrrent TopLabel Ptr), and fromthe npl sLabel St ackTabl e

(npl sLabel St ackLabel Ptr).
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npl sl nt erfacePerf Tabl e
N

|
Vv

npl sl nterfaceTabl e
N N

npl sl nSegnent MapTabl e | | mpl sLabel St ackTabl e
| | | A

R S

| external _Traffic_Table |
| " ~

|

|

|

I
nSegrent Tabl e npl sQut Segnent Tabl e

|

| |

| |

| |

| |

\ | | |

npl sl le |

| N N N N | |
N | |V
R + +----> npl sXCTable <----+ | +-- 4

| v v |

| mpl sl nSegnent Per f Tabl e npl sQut Segnent Per f Tabl e |

| |
R LT > external _Label _Table <------------- +

6. Tables, Scalars, and Notifications in the LDP M B
6.1. MB Mdul es

The M B docunent for LDP contains four MB nodules. This structure
makes it easier for an inplenentation to select only those nodul es
that are relevant to it. The MB Mdul es are MPLS-LDP-STD-M B,
MPLS- LDP- GENERI C- STD-M B, MPLS- LDP- ATM STD-M B, and MPLS- LDP- FRAME-
RELAY- STD- M B.

MPLS- LDP- STD-M B defi nes objects that are specific to LDP without any
Layer 2 objects. MPLS-LDP-CGENERI C-STD-M B defines Layer 2 Per

Pl at f orm Label Space objects for use with MPLS-LDP-STD-M B and for
use on Ethernet. MPLS-LDP-ATM STD-M B defines Layer 2 Asynchronous
Transfer Mdde (ATM objects for use with MPLS-LDP-STD-M B. MPLS-

LDP- FRAME- RELAY- STD- M B defi nes Layer 2 FRAME- RELAY objects for use
with MPLS- LDP- STD- M B.

The MPLS-LDP- STD-M B nodul e provi des the core support and is

typically supported along with at | east one of the Layer 2 MB
nodul es.
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6.2. Tables

The tables in the LDP MB for configuring the LDP behavior of an LSR
are as follows.

- The LDP Entity Table (nplsLdpEntityTable) provides a way to
configure the LSR for using LDP. There nmust be at |east one LDP
Entity for the LSR to support LDP. Each entry/rowin this table
represents a single LDP Entity.

- Several tables exist to help configure LDP' s use of |abels. These
are spread through the M B npodul es described in the previous
section. They are: nplsLdpEntityGenLRTabl e,
npl sLdpEnt it yAt mPar msTabl e and npl sLdpEntit yAt nLRTabl e
npl sLdpEnti t yFranmeRel ayPar nsTabl e and npl sLdpEntityFr LRTabl e.

They are used to configure generic, ATM and Frane Relay | abels as
their nanes suggest.

-  The LDP Peer Table (nplsLdpPeerTable) is a read-only table that
contains informati on about LDP Peers known to LDP Entities.

- The LDP Hell o Adjacencies Table (nplsLdpHel | oAdj acencyTable) is a
table of all adjacencies between all LDP Entities and all LDP
Peers.

- Several tables exist to nonitor and control LDP sessions. The LDP
Session Tabl e (npl sLdpSessi onTabl e) represents sessions between an
LDP Entity and a Peer. nplsLdpAtnSesTabl e and
npl sLdpFr aneRel aySesTabl e contain session information specific to
ATM

-  The MPLS LDP Session Peer Address Table (npl sLdpSesPeer Addr Tabl e)
stores addresses |earned after session initialization via Address
Message adverti sement.

- The LDP FEC Tabl e (npl sFecTabl e) represents FEC (Forwardi ng
Equi val ence C ass) information that nmay be in use on one or nore
LSPs. The LDP LSP FEC Tabl e (npl sLdpLspFecTabl e) shows the FECs
associ ated with each LSP

- MPLS-LDP-STD-M B has a mapping table (npl sLdpLspTabl e) that maps
the LDP MB' s representation of LDP sessions to the underlying LSR
M B s representation of the LSPs created by these sessions, by
poi nting to nplslnSegnment Tabl e, npl sQut Segnent Tabl e, and
npl sXCTabl e, respectively.
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- Statistics may be gathered through the LDP Entity Statistics Table
(npl sLdpEntityStatsTable) and the LDP Session Statistics Table
(npl sLdpSesSt at sTabl e) .

Scal ars

Were tables in the M B nodul es have arbitrary indexes, scalars are
provided to supply the next available index. This applies to

npl sLdpEntityTabl e and npl sFecTabl e.

Two scal ars exist to configure the LSR  The LSRIDis set in

npl sLdpLsrid, and the | oop detection capabilities are reported in
npl sLdpLsr LoopDet ecti onCapabl e.

Notifications

MPLS- LDP- STD-M B defines four notifications that a device can issue.

- npl sLdpl nit SesThreshol dExceeded i s reported when the nunber of
Session Initialization nessages exceeds a configured threshol d.

- npl sLdpPVLM smatch is issued if the Path Vector Limt for a
configured Entity and Peer do not match.

- npl sLdpSessi onUp and npl sLdpSessi onDown report the transition of
Session state.

No scal ar object is provided to enable and disable notifications from
MPLS-LDP-STD-M B. Instead, the inplementer is referred to [ RFC3413].

Dependenci es between M B Mdul e Tabl es

The many tables in the four LDP M B nodul es are related as shown on
the diagram below. The arrows indicate a reference fromone table to
another. Note that in many cases the reference is through an

augnent ation of the referenced table.
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mpl sLdpEntityGenLRTable ------------- >+
npl sLdpEntityAtnParnsTable ---------- >+
npl sLdpEntityAtmL.RTable ------------- >+
npl sLdpEnt i t yFraneRel ayParnsTabl e --->+
npl sLdpEntityFrLRTable -------------- >+
nmpl sLdpEntityStatsTable ------------- >+

npl sLdpHel | oAdj acencyTabl e |
| |
| nplsLdpEntityTable <--+
| N N
v | |

npl sLdpPeer Tabl e <-+- npl sLdpSesPeer Addr Tabl e

" |

\Y,

npl sLdpSessi onTabl e

N

AN

npl sLdpSesSt at sTable ------ +
npl sLdpAt nSesTable -------- +

|

+- -

| |
npl sLdpFr aneRel aySesTabl e- - +

|

|

+- -

npl sLdpLspFecTabl e
|

| \Y

| npl sFecTabl e
\Y

npl sLdpLspTabl e
7. Tables, Scalars, and Notifications in MPLS-TE-STD-M B
7.1. Tables

MPLS- TE- STD-M B contains the foll ow ng tabl es.

- The Tunnel Table (nplsTunnel Table) is used to configure and report
MPLS tunnels. Note that reporting of tunnels in this table at
transit LSRs is optional

Entries in nplsTunnel Tabl e are i ndexed by four objects. The
source and destination LSR IDs give context to the entry, and an
i ndex (nplsTunnellndex) identifies the tunnel itself. However,
the fourth index (nplsTunnellnstance) may give rise to sone
confusion since its usage is not clearly explained.

The description says: "Uniquely identifies an instance of a
tunnel. It is useful to identify nmultiple instances of tunnels
for the purposes of backup and parallel tunnels.” In the case of
backup tunnels, multiple instances of the sane tunnel nmay be
defined, but only one is active at any tine. Different instances
may have different properties (such as explicit routes), and one
i nstance may be set up to protect against failure of another
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Paral |l el tunnels may be used to provide | oad sharing or
protection.

The npl sTunnel I nstancePriority object is used to indicate the
precedence of tunnels with the same LSR | Ds and npl sTunnel | ndex
val ue. The npl sTunnel Pri maryl nst ance object gives a quick
reference back to the preferred instance of the tunnel

The npl sTunnel I ndex value is typically signaled as the Tunnel 1D,
and the npl sTunnel I nstance as the LSP ID, in protocols where both

fields exist. |In protocols where there is only one identifying
i ndex (usually known as the LSP ID), only the nplsTunnellndex is
si gnal ed.

- The Resource Table (npl sTunnel ResourceTable) is used to configure
resources to be requested on this tunnel. The CRLDP resource
tabl e (npl sTunnel CRLDPResTabl e) is used to request additiona
resource details that are specific to tunnels signal ed using CR
LDP.

- The routes requested, conputed, and actually used for a tunnel are
found in the Tunnel Hop Tabl e (npl sTunnel HopTabl e), Tunne
Conput ed Hop Tabl e (npl sTunnel CHopTabl e), and Tunnel Actual Hop
Tabl e (npl sTunnel ARHopTabl e).

- Statistics about the perfornmance of tunnels nmay be gat hered
t hrough the Tunnel Perfornmance Tabl e (npl sTunnel Perf Tabl e).

Scal ars

Were tables in the MB nodul e have arbitrary indexes, scalars are
provided to supply the next available index. This applies to
npl sTunnel Tabl e, npl sTunnel Resour ceTabl e, and npl sTunnel HopTabl e.

Two scal ars exist to configure the support for MPLS tunnels on the
LSR.  npl sTunnel TEDi stProto |ists the signaling nmethods and protocols
supported. nplsTunnel MaxHops defines the size of route that may be
configured on the LSR

Two further scalars enhance the statistics on the LSR by counting the
nunber of configured (npl sTunnel Configured) and active
(npl sTunnel Acti ve) tunnels.

The scal ar nmpl sTunnel Notificati onMaxRate is used to control the rate
at which notifications are issued from MPLS-TE-STD-MB. A rate of
zero neans that notifications nust not be issued. |f notifications
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woul d be generated faster than the configured rate, an inplenentation
may choose to discard notifications or to queue themfor distribution
at a quieter tine.

7.3. Notifications
MPLS- TE- STD- M B defines four notifications that a device can issue.
The rate of dispatch of notifications is controlled as described in
the previous section.

- npl sTunnel Up and npl sTunnel Down report the transition of Tunne
state.

- Rerouting and re-optimnization of Tunnels paths are reported by
npl sTunnel Rer out ed and npl sTunnel Reopti ni zed.

7.4. Dependencies between M B Mdul e Tabl es

The tables in MPLS-TE-STD-M B are rel ated as shown on the diagram
below. The arrows indicate a reference fromone table to another

npl sTunnel Per f Tabl e
N
|

ansTunXeITabIe
IV |
ansTuQneIResourceTable +--> npl sTunnel HopTabl e
| L——> npl sTunnel CHopTabl e
ansTunnelchDPResTable L--> npl sTunnel ARHopTabl e

8. Tables, Scalars, and Notifications in MPLS-FTN- STD-M B
8.1. Tables

MPLS- FTN- STD-M B contains the follow ng tables.

- The FEC-to-NHLFE Tabl e (npl sFTNTabl e) defines the FEC to NHLFE
rules to be applied to incom ng packets, and the actions to be
taken on mat chi ng packets.

- The FEC-to-NHLFE Mappi ng Tabl e (npl sFTNMapTabl e) provi des the

capability to activate FTN rul es defined in the npl sFTNTabl e on
specific interfaces in the system

Nadeau, et al. I nf or mati onal [ Page 18]



RFC 4221 MPLS Managemnent Overvi ew Noverber 2005

- Performance statistics for FTN rules are found in the
npl sFTNPer f Tabl e.

8.2. Scal ars
This M B nbdul e contains the scal ars npl sFTNTabl eLast Changed and
npl sFTNVapTabl eLast Changed to indicate the last tinme an object
changed i n npl sFTNTabl e and npl sFTNvapTabl e, respectively. Another
scal ar, npl sFTNI ndexNext, is used to supply the next valid index for
creating new conceptual rows in npl sFTNTabl e.

8.3. Notifications
There are no notifications in this MB nodul e.

8.4. Dependencies between M B Mdul e Tabl es

The tables in MPLS-FTN-STD-M B are rel ated as shown on the di agram
below. The arrows indicate a reference fromone table to another

npl sFTNTabl e
N
|

npl sFTNVapTabl e
N

ansFTNLerfTabIe
9. Tables and Objects in TE-LINK-STD-M B
9.1. Tables
TE-LI NK- STD-M B contains the follow ng tables.
- The TE link table (teLinkTable) is used to specify TE |inks,
i ncludi ng bundled |inks, and their generic traffic-engineering

paranet ers.

- The TE link descriptor table (teLinkDescriptorTable) is used to
list the TE link descriptors.

- The shared risk link group (SRLG table (teLinkSrlgTable) is used
to specify the SRLGs associated with TE |inks.

- The TE link bandwi dth table (telLi nkBandwi dthTable) is used to
report priority-based bandw dth val ues associated with TE |inks.
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- The conponent |ink table (conmponentLinkTable) is used to identify
the dat a-bearing conponent |inks that are associated with the TE
links and specify the data-bearing link generic traffic
engi neeri ng paraneters.

- The conponent |ink descriptor table (conponentLi nkDescri ptorTable)
is used to list the data-bearing component |ink descriptors.

- The conponent |ink bandw dth table (conponentLi nkBandwi dt hTabl e)
is used to report priority-based bandw dth val ues associated with
dat a- beari ng conponent |inks.

9.2. Scalars
There are no scalars in this M B nodul e.
9.3. Notifications
There are no notifications in this MB nodul e.

9.4. Dependencies between M B Mdul e Tabl es

The tables in TE-LINK-STD-M B are rel ated as shown on the diagram
below. The arrows indicate a reference fromone table to another

Note that many of the associations between tables are through a
common index that is the iflndex of the related interface.

t eLi nkTabl e

AN

|
teLi nkDescri ptorTable ---+

teLinkSrl gTable --------- +
t eLi nkBandwi dt hTable ----+

conponent Li nkTabl e

AN

conponent Li nkDescri ptorTable ---+

conponent Li nkBandwi dt hTable ----+
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10. Tabl e Dependenci es between MPLS M B Modul es

Section 4.11 gave an overvi ew of how the MPLS M B nodul es are
related. Now that the tables in the M B nodul es have been
introduced, it is possible to give a nore detailed diagram of these
rel ati onshi ps.

MPLS-TC-STD-M B is left off the diagram because nany of the MB
nmodul e tabl es use textual conventions fromthat M B nodul e.

npl sLsr XCTabl e npl sLsr I nSegnent Tabl e
N N

|
+---- npl sLdpLspTabl e

npl sTunnel Table ------ + \%
n | npl sLsr Qut Segnent Tabl e

|
npl sFTNTable --------- +
11. A Note on Interfaces

The Interfaces Goup of IF-MB [RFC2863] defines generic managed
objects for nmanaging interfaces. The MPLS M B nodul es nake
references to interfaces so that it can be clearly determ ned where
the procedures managed by the M B nodul es shoul d be perforned.

Addi tionally, the MPLS M B nodul es (notably MPLS-TE-STD-M B and TE-
LINK-STD-M B) utilize interface stacking within the Interface G oup

11.1. MPLS Tunnels as Interfaces

MPLS- TE- STD-M B buil ds on the concept of managi ng MPLS Tunnel s as

| ogical interfaces. [RFC2863] states that the interfaces table

(i fTable) contains information on the nanaged resource’s interfaces,
and that each sub-layer below the internetwork | ayer of a network
interface is considered an interface. Thus, an MPLS Tunnel nanaged
as an interface is represented as an entry in the ifTable. The
interrelation of entries in the ifTable is defined by the Interfaces
Stack Group defined in [ RFC2863].

VWhen using MPLS Tunnels as interfaces, the interface stack table
m ght appear as foll ows:
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o o e +
| MPLS tunnel interface ifType = npl sTunnel (150) |
o m o e e e e +
| MPLS interface ifType = npl s(166) |
o e e e e e e e e e e e e e e e e e e e e e e mm— o +
| Under |l yi ng | ayer |
o o e oiaoo-s +

In the diagram above, "Underlying |ayer" refers to the iflndex of any
interface type for which MPLS internetworking has been defined.
Exampl es include ATM Franme Rel ay, and Ethernet.

A detailed listing of the mappi ng between ifTable objects and their
use for MPLS Tunnels is given in [TEMB]. A few key objects are
listed here to provide an overvi ew of the concepts.

Each MPLS tunnel is represented by an entry in the ifTable. Each
tunnel is therefore assigned a unique iflndex.

The type of an interface represented by an entry in the ifTable is
indicated by the ifType object. The value that is allocated to
identify an MPLS tunnel is 150.

The i fOperStatus object reflects the actual operational status of the
MPLS tunnel and may be napped from the npl sTunnel Oper St at us obj ect.

It may be consi dered conveni ent and good managenent to set the ifName
object to reflect the name of the MPLS tunnel as contained in the
npl sTunnel Name obj ect .

2. Application of the Interfaces Group to TE Links

TE-LINK- STD-M B al so uses interface stacking to nanage TE Link
interfaces as logical interfaces. The TE Link interface is
represented as an entry in the ifTable. The interrelation of entries
inthe ifTable is defined by Interfaces Stack Group defined in

[ RFC2863]. When using TE Link interfaces, the interface stack table
m ght appear as foll ows:
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e m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eaa oo +
| MPLS interface ifType = npls(166) |
| iflndex =1 I
o m m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e m e m e mem e +
| TE link (bundled Iink) ifType = teLink(200) |
| iflndex = 2 |
o m m e e e e e e eaa oo T +
| TE l'ink ifType = teLink(200) | | TE link ifType = teLink(200)

| iflndex = 3 | | iflndex = 4 |
o m e e e e e e e e e o e +
| Component 1ink | | Conponent I|ink |
| ifType = optical Transport(196) | | ifType = optical Transport (196)

| iflndex =5 | | iflndex = 6 |
o m e e e e e e e eea oo S +

In the above diagram "optical Transport” is an exanple of an
under | yi ng physical interface: in this case an optical transport
interface. TE |ink managenent and bundling can be seen in the |levels
of interface stacking. Two TE |inks are defined, each managi ng an
optical transport link. These two TE links are conbined into a
bundl e, which is managed as a single TE link interface. This TE Link
interface supports MPLS and is presented as an MPLS interface.

A detailed listing of the mappi ng between ifTable objects and their
use for TE Links is given in [TELMB]. A few key objects are |listed
here to provide an overview of the concepts.

Each TE Link interface is represented by a separate entry in the
i fTable, with a unique iflndex.

The type of an interface represented by an entry in the ifTable is
i ndicated by the ifType object. The value that is allocated to
identify a TE Link is 200.

3. References to Interface MB bjects from MPLS M B Mdul es

MPLS- TE- STD-M B contai ns two objects that reference the managenent of
an MPLS tunnel as an interface. nplsTunnellslf is a TruthVal ue that
i ndi cates whether the tunnel is present in the ifTable. |If the
tunnel is managed as an interface, the nplsTunnel | flndex object
contains the iflndex that identifies the corresponding entry in the

i f Tabl e.

MPLS-LSR-STD-M B includes a table (nplsinterfaceTable) for
configuring the support for MPLS on specific interfaces. A
conceptual rowin this table is created automatically by an LSR for
every interface that is capable of and configured for support of
MPLS. A conceptual rowin this table will exist if and only if a
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corresponding entry in ifTable exists with ifType = npls(166). The
fate of the entries in the two tables are closely linked so that if
the entry in the ifTable is operationally disabled, the entry in
npl sinterfaceTable is deleted. During the life of an entry in

npl sl nterfaceTabl e, a corresponding entry is managed in

npl si nterfacePerfTable to show performance counters for the MPLS-
capabl e i nterface.

The iflndex that identifies MPLS-capable interfaces al so plays an

i mportant indexing role in MPLS-LSR-STD-M B. In-segnents (that is,
incoming LSP | abels) are represented in nplslnSegnent Tabl e, which is
i ndexed by the nplslnSegnent|flndex and npl sl nSegnent Label objects.
npl sl nSegnent I flndex is set to the iflndex of the incom ng MPLS-
capabl e interface. nplslnSegnmentlLabel identifies the inconming MPLS
| abel . Note that the correspondi ng npl sQut Segrnent Tabl e contai ns an
npl sCQut Segnent | f 1 ndex object to identify the outgoi ng MPLS-capabl e
interface, but that this does not formpart of the index of the
tabl e.

MPLS- LDP- STD-M B uses iflndex extensively to identify the interface
over which MPLS is active.

Wthin MPLS-FTN-STD-M B, npl sFTNMVapTabl e maps entries in npl sFTNTabl e
to interfaces on which npl sFTNTabl e entries shoul d be activated.
Interfaces are identified using their iflndex val ues.

Management QOptions

It is not the intention of this document to provide instructions or
advice to inplenenters of Managenment Stations, Managenent Agents, or
managed entities. It is, however, useful to nmake sone observations
about how the M B nodul es descri bed above mnmi ght be used to nanage
MPLS syst ens.

Al MPLS LSPs may appear in MPLS-LSR-STD-MB. At transit nodes, they
are seen as full cross-connects between incom ng | abels on incom ng

i nterfaces and outgoing | abels on outgoing interfaces. At ingress or
egress points, the cross-connections are unbal anced havi ng spoof
upstream or downstream | egs, respectively.

Split and nerge points of LSPs may be represented as nore conpl ex
cross-connects in MPLS-LSR-STD-MB. Simlarly, bidirectional LSPs
can be represented by using the sane cross-connect index for each of
the forward and reverse cross-connecti ons.

The nodules in the LDP MB are intended solely for use with LDP and
CR-LDP. LSPs that are signaled through other neans may conveniently
be stored in nplsLdpLspTable for consistency with LSPs set up using
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LDP, but there is little further value to this because the table
gives only pointers into MPLS-LSR-STD-MB. |f, however, the LSPs are
established with associ ated FECs using sone signaling nmethod ot her
than LDP (for exanple, BGP), it may be advantageous to use

npl sLdpLspTabl e, npl sFecTabl e, and npl sLdpLspFecTable to correl ate
the LSPs.

Note that if CR-LDP is the signaling protocol, there is no
requirenent to use the LSP-related tables in the LDP M B since the
LSP will be adequately represented in MPLS-TE-M B and MPLS-LSR- STD-
M B.

MPLS tunnels nay be represented in MPLS-TE-STD-M B with their cross-
connects indicated in MPLS-LSR-STD-M B. Tunnels are often (although
not always) set up with a series of constraints that may be
represented in MPLS-TE-STD-M B. Note that a distinguishing feature
of a tunnel is that it has an ingress and an egress, where LSPs
establ i shed through LDP may be end-to-end or may be hop-by-hop

Al LSPs (tunnels and non-tunnels) may be established as a result of
signaling protocols already defined or for future study. In
addition, LSPs may be set up manual ly by issuing configuration
conmmands to each of the LSRs on the LSP. These commands may utilize
SNVP by perform ng SET operations to the M B nodul e tabl es and

obj ects described here. Alternatively, configuration nay be through
sone non-standard interface such as a Command Line or a G aphica
User Interface. Such configured LSPs may al so be represented in the
M B nodul e tabl es.

Do not be m sled by considerations of the "permanence" of LSPs when
deci di ng which tables of which MB nodules to use. An MPLS tunne
may have a very long life expectancy if it is set up by an ammesi ac
user. Oherwise, it may have a very short lifetime if it is
automatically provisioned to satisfy on-demand traffic requirenents.
Simlarly, an LSP established in response to a routing protoco
(sonetines known as a hop-by-hop LSP) nay be equally stable or

unst abl e.

Rel ated | ETF M B Mbdul es

This section describes the broad interactions between M B nodul es
produced by the PWE3, PPVPN, and CCAMP wor ki ng groups and the MPLS
M B nmodul es. This information is provided as background and i s not
central to this docunent.
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1. PWE3 Working Goup MB Mdul es

The PWE3 wor ki ng group has produced a docurment [PWE3SFW that includes
a description of the framework for M B nmodul es within PWE3 operation.
Since the PWE3 architecture includes the use of MPLS as an enul at ed
service and as a PSN service, the MPLS M B nodul es descri bed above
may be | everaged. The PWE3 franework docunment describes the

i nteractions between the MPLS M B nodul es and the PWE3 M B nodul es.

.2. PPVPN Working Goup MB Mdul es

At present, the PPVPN working group has not included a discussion of
how the MPLS M B nodul es interact with the M B nbdul es bei ng produced
by that working group. The authors of this docunent hope to nmake a
forthconing addition to the PPVPN franmework document [ PPVPNFW
detailing these interactions. At the noment, there are two MB

nmodul es, [VPNM B] and [ VPNTCM B], which are di scussed next.

2.1. PPVPN-MPLS-VPN-STD-M B

PPVPN- MPLS- VPN- STD- M B descri bes managed objects that are used to
nodel and nmanage RFC2547bis MPLS VPNs [ RFC2547Bis]. This M B nodul e
contains tables that nodel virtual routing forwarding entries (VRFs),
as well as the interfaces associated with those VRFs.

2.1.1. Position in the AOD Tree

transm ssion -- RFC 2578 [ RFC2578]

|
+- vpnM B -- PPVPN- MPLS- VPN- STD-M B

2.1.2. Dependencies

This M B nodul e currently has no direct dependencies on any of the
MPLS M B nodules. This M B nodul e nodels MPLS VPN interfaces as
entries in the Interfaces MB's Interfaces Table (ifTable). This MB
nodul e may be nodified in the future to inport textual conventions
from MPLS- TC- STD- M B.

A specific textual conventions MB nmodul e [ VPNTCM B] defi nes textual
conventions that are inported into PPVPN-MPLS- VPN- STD- M B.

3. CCAWP Working G oup MB Mdul es
The CCAMP wor ki ng group is devel oping M B nodul es in support of GWLS

that interact directly with the MPLS M B nodules. Along with any MB
nodul es produced by the CCAMP working group, a separate CCAMP-
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speci fi c Managenent Franmework docurment is expected to be issued
descri bing the rel ati onship between these M B nodul es and t he
exi sting MPLS (and other) M B nodul es.

Traffic Engi neering Wrking Goup TE MB

The TEWG has produced a traffic engineering MB (TE-M B) [ TEWGM B]
contai ning objects for nonitoring traffic-engi neered tunnels at their
i ngress points.

In many senses TE-M B contains the sane information as MPLS- TE- STD-
M B. Both MB npdul es can be used to nonitor MPLS tunnels; however,
TE-MB is mninalistic and caters best to TE tunnels as tunnels, at
the expense of not having many advanced features of MPLS-TE-STD-M B,
whereas MPLS- TE- STD-M B can deconstruct tunnels into hop-by-hop
cross-connects, at the expense of nmore conplexity.

The TE-M B nodul e inports textual conventions fromthe MPLS-TC STD
M B nodul e and therefore is dependent on that docunent.

1. Choosing between TE M B Mdul es

TE-MB is a flexible MB nodul e desi gned to manage traffic
engi neering tunnels regardl ess of the inplenentation technol ogy.
This flexibility and a focus on sinplicity |ead to sone conprom ses.

- Sone MPLS configuration paraneters are left out. For exanple, the
resource managenent in TEEMB is confined to bandw dth, so m ssing
the full IntServ control.

- Oher TE-M B paraneters are present but with only linted options;
for exanple, the ability to configure different |abel distribution
nmet hods per LSP.

Extensibility of TEE-MB to rel ated concepts (such as DiffServ and
Fast Reroute) and integrations with other M B nodul es (such as that
in MPLS-LSR-STD-M B) are not work itens at the tine of witing. The
MPLS M B nodul es are nore closely integrated as described in this
document .

Witel/create access to TEEMB is only avail able at the ingress, where
it can be used to configure an ingress to signal a tunnel wth
constraints. It cannot be used to configure hop-by-hop cross-
connects to build a tunnel.

The purpose of TE-M B nodule is to allow a Managenent Agent to
configure tunnels, and to inspect and nonitor all tunnels (however
created) at their ingress points. It does not provide infornmation
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about tunnels at any other point in the network (that is, at transit
or egress nodes). This nodule can be used, for exanple, to configure
the constraints of a tunnel, whereupon the ingress would conmpute the
tunnel path and signal it. The MB nodule can then be used at the
ingress to monitor the tunnel’s path(s), their status, and the
tunnel’s uptine and counters. This MB nodule is not designed to
configure hop-by-hop cross-connects to build a tunnel

Security Consi derations

Thi s docunent describes the interrel ationships anongst the different
M B nodul es rel evant to MPLS nmanagenent and as such does not have any
security inplications in and of itself.

Each specific M B docunment specifies specific MB objects, and such a
docunent nust provide a proper security considerations section that
expl ains the security aspects of those objects.

The attention of readers is particularly drawmn to the security

i mplications of naking M B objects available for create or wite
access through an access protocol such as SNWP. SNWPvl by itself is
an insecure environment. Even if the network itself is nade secure
(for example, by using IPSec), there is no control over who on the
secure network is allowed to access and GET (read) the objects in
this MB. It is recomended that the inplenmenters consider the
security features as provided by the SNWPv3 framework. Specifically,
the use of the User-based Security Mdel STD 62, RFC 3414 [ RFC3414],
and the Vi ew based Access Control Mddel STD 62, RFC 3415 [ RFC3415],

i s recomended.

It is then a custoner/user responsibility to ensure that the SNWP
entity giving access to an instance of this MB is properly
configured to give access to only those objects, and to those
principals (users) that have legitimate rights to access them
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Ful | Copyright Statenent
Copyright (C The Internet Society (2005).

Thi s docunent is subject to the rights, licenses and restrictions
contained in BCP 78, and except as set forth therein, the authors
retain all their rights.

Thi s docunent and the information contained herein are provided on an
"AS | S' basis and THE CONTRI BUTOR, THE ORGANI ZATI ON HE/ SHE REPRESENTS
OR | S SPONSORED BY (I F ANY), THE | NTERNET SOCI ETY AND THE | NTERNET
ENG NEERI NG TASK FORCE DI SCLAI M ALL WARRANTI ES, EXPRESS OR | MPLI ED,

| NCLUDI NG BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE

I NFORMATI ON HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED
WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE

Intell ectual Property

The | ETF takes no position regarding the validity or scope of any
Intell ectual Property Rights or other rights that m ght be clained to
pertain to the inplenentation or use of the technol ogy described in
this document or the extent to which any |icense under such rights

m ght or mght not be available; nor does it represent that it has
made any independent effort to identify any such rights. Information
on the procedures with respect to rights in RFC docunents can be
found in BCP 78 and BCP 79.

Copi es of IPR disclosures made to the | ETF Secretariat and any
assurances of licenses to be nmade available, or the result of an
attenpt nade to obtain a general |icense or permission for the use of
such proprietary rights by inplenenters or users of this
specification can be obtained fromthe |ETF on-line | PR repository at
http://ww.ietf.org/ipr.

The 1ETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights that may cover technology that may be required to inpl enent
this standard. Pl ease address the information to the IETF at ietf-
ipr@etf.org.
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