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Abst r act

This menmo defines an address allocation policy in which the address
of the Rendezvous Point (RP) is encoded in an I Pv6 nulticast group
address. For Protocol Independent Milticast - Sparse Mde (PIMSM
this can be seen as a specification of a group-to-RP napping
nmechanism This all ows an easy depl oynment of scal able inter-domain
mul ticast and sinplifies the intra-domain nulticast configuration as
well. This menp updates the addressing format presented in RFC 3306.
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I nt roduction
Backgr ound

As has been noticed [V6M SSUES], there exists a depl oynent problem
with global, interdomain IPv6 nmulticast: PIMSM|[PIMSM RPs have no
way of communicating the information about (active) nulticast sources
to other multicast donmains, as Milticast Source Discovery Protocol
(MSDP) [ MSDP] has deliberately not been specified for |Pv6.

Therefore the whol e interdomain Any Source Multicast (ASM nodel is
render ed unusabl e; Source-Specific Milticast (SSM [SSM avoids these
problens but is not a conplete solution for several reasons, as noted
bel ow.

Further, it has been noted that there are sone problems with the
support and depl oyment of mechani sms SSM woul d require [ V6M SSUES] :
it seens unlikely that SSM coul d be usable as the only interdomain
nmul ticast routing nechanismin the short term

Sol uti on

This meno describes a nulticast address allocation policy in which
the address of the RP is encoded in the IPv6 nulticast group address,
and specifies a PIM SM group-to-RP mappi ng to use the encoding,

| everagi ng, and extendi ng uni cast-prefix-based addressi ng [ RFC3306] .

Thi s mechani smnot only provides a sinple solution for |Pv6
i nterdomain Any Source Milticast but can be used as a sinple solution
for 1Pv6 intra-domain ASMwith scoped nulticast addresses as well.
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It can also be used as an automatic RP discovery mechanismin those
depl oynment scenarios that woul d have previously used the Bootstrap
Rout er protocol (BSR) [BSR].

The solution consists of three el enents:

o A specification of a subrange of [RFC3306] |Pv6 nulticast group
addresses defined by setting one previously unused bit of the
Fl ags field to "1",

o a specification of the mapping by which such a group address
encodes the RP address that is to be used with this group, and

o a description of operational procedures to operate ASMw th Pl M SM
on these | Pv6 nmulticast groups.

Addresses in the subrange will be call ed enbedded- RP addresses.

Thi s schene obviates the need for MSDP, and the routers are not
required to include any multicast configuration, except when they act
as an RP

This menmo updates the addressing format presented in RFC 3306.
Sone design tradeoffs are discussed in Appendi x A
1.3. Assunptions and Scope

A 128-bit RP address can’t be enbedded into a 128-bit group address
with space left to carry the group identity itself. An appropriate
formof encoding is thus defined by requiring that the Interface-IDs
of RPs in the enbedded-RP range can be assigned to be a specific

val ue.

If these assunptions can’t be foll owed, operational procedures and
configuration nmust be slightly changed, or this mechanismcan't be
used.

The assignnent of nulticast addresses is outside the scope of this
docunent; it is up to the RP and applications to ensure that group
addresses are uni que by using sonme unspecified method. However, the
nmechani sns are probably sinmlar to those used with [ RFC3306].

Simlarly, RP failure managenent nethods, such as Anycast-RP, are out

of scope for this docunent. These do not work w thout additiona
specification or deployment. This is covered briefly in Section 6.1.
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1.4. Term nol ogy

Enbedded- RP behaves as if all the nenbers of the group were intra-
domain to the information distribution. However, as it gives a
solution for the global IPv6 nmulticast Internet, spanning multiple
adm nistrative domains, we say it is a solution for inter-domin
mul ticast.

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

1.5. Abbreviations

ASM Any Source Milti cast

BSR Boot strap Router

DR Desi gnat ed Rout er

| GP Interior Gateway Protocol

M.D Mul ticast Listener Discovery

VBDP Mul ticast Source Di scovery Protocol

Pl M Prot ocol | ndependent Multicast

PI M SM Protocol |ndependent Multicast - Sparse Mde
R ID RP Interface ID (as specified in this neno)
RP Rendezvous Poi nt

RPF Rever se Path Forwardi ng

SPT Shortest Path Tree

SSM Sour ce- Speci fic Milticast

2. Unicast-Prefix-based Address Fornat

As described in [ RFC3306], the nulticast address format is as
fol | ows:

| 8 | 4| 4| 8 | 8 | 64 | 32 |
Fomemma o e e e o +

VWere flgs are "0011". (The first two bits are as yet undefined,
sent as zero and ignored on receipt.)
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3.

Modi fi ed Uni cast-Prefix-based Address For mat

This meno specifies a nodification to the unicast-prefix-based
address format by specifying the second high-order bit ("R bit") as
fol | ows:

| 8 | 411 4| 4] 4] 8 | 64 | 32

S e T S L T Focemeaaaa +

| 11111111|fl gs| scop|rsvd| R 1 D pl en] network prefix | group ID

Fomm e m oo - T T T Fomm oo - +
+- - - +- +

flgs is a set of four flags: | O] R P| T|

+- - - -t

When the highest-order bit is O, R=1 indicates a nmulticast address
that enbeds the address on the RP. Then P MJST be set to 1, and
consequently T MJST be set to 1, as specified in [RFC3306]. In
effect, this inplies the prefix FF70::/12. 1In this case, the last 4
bits of the previously reserved field are interpreted as enbeddi ng
the RP interface ID, as specified in this neno.

The behavior is unspecified if Por Tis not set to 1, as then the
prefix would not be FF70::/12. Likew se, the encoding and the

prot ocol node used when the two high-order bits in "flgs" are set to
11 ("FFFO::/12") is intentionally unspecified until such tinme that
the highest-order bit is defined. Wthout further |ETF
specification, inplenmentations SHOULD NOT treat the FFFO::/12 range
as Enbedded- RP

R =0 indicates a nmulticast address that does not enbed the address
of the RP and follows the senantics defined in [ ADDRARCH and
[RFC3306]. In this context, the value of "RII D' MJST be sent as zero
and MJST be ignored on receipt.

Enbeddi ng the Address of the RP in the Multicast Address

The address of the RP can only be enbedded in unicast-prefix-based
ASM addr esses.

That is, to identify whether it is a nulticast address as specified
in this meno and to be processed any further, an address nust satisfy
all of the follow ng:

olt MJIST be a nulticast address with "flgs" set to 0111, that is, to
be of the prefix FF70::/12,

o "plen" MJST NOT be O (i.e., not SSM, and
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o "plen" MJUST NOT be greater than 64.

The address of the RP can be obtained froma multicast address
sati sfying the above criteria by taking the follow ng two steps:

1. Copy the first "plen" bits of the "network prefix" to a zeroed
128-bit address structure, and

2. replace the last 4 bits with the contents of "RIID".

These two steps could be illustrated as foll ows:
| 20 bits | 4 | 8 | 64 | 32
S TR e T Focemeaaaa +
| xtra bits|RI 1D plen| network prefix | group ID
B R T T I J SR S +

[ ] \\  vvvvvvvvvvy
====> copy plen bits of "network prefix"

II T T R R +

| | network pre| 0000000000000000000000

[ ] e T +

\\

‘' =================> copy RIIDto the last 4 bits

o m oo - - e R
| network pre| 0000000000000000000 |RIID
R T R L TP $----+

One should note that there are several operational scenarios (see
Exampl e 3 bel ow) when the [ RFC3306] statenent "all non-significant
bits of the network prefix field SHOULD be zero" is ignored. This is
to allow multicast group address allocations to be consistent with
uni cast prefixes; the nulticast addresses would still use the RP
associ ated with the network prefix.

"pl en" higher than 64 MJUST NOT be used, as that would overlap with
the high-order bits of multicast group-id.

When processing an encoding to get the RP address, the multicast
routers MJUST perform at | east the sane address validity checks to the
cal cul ated RP address as to one received via other neans (like BSR
[BSR] or MSDP for IPv4). At least fe80::/10, ::/16, and ff00::/8
MUST be excluded. This is particularly inportant, as the information
is obtained froman untrusted source, i.e., any Internet user’s

i nput .

One should note that the 4 bits reserved for "RII D' set the upper

bound for RPs for the conbination of scope, network prefix, and group
ID -- without varying any of these, one can have 274-1 = 15 different
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RPs (as RIID=0 is reserved, see section 6.3). However, each of these
is an | Pv6 group address of its own (i.e., there can be only one RP
per multicast address).

5. Exanpl es

Four exanples of multicast address allocation and resulting group-
to- RP mappi ngs are described here to better illustrate the
possibilities provided by the encodi ng.

5.1. Exanple 1

The network adm nistrator of 2001:DB8::/32 wants to set up an RP for
the network and all the custoners, by placing it on an existing
subnet, e.g., 2001: DB8: BEEF: FEED: : / 64.

In that case, the group addresses woul d be sonething |ike
"FF7x:y40: 2001: DB8: BEEF: FEED: : / 96", and then their RP address woul d
be "2001: DB8: BEEF: FEED: : y". There are still 32 bits of multicast
group-ids to assign to custoners and self ("y" could be anything from
1to F, as 0 nust not be used).

5.2. Exanple 2

As in Exanple 1, the network adm nistrator of 2001:DB8::/32 wants to
set up the RP but, to nake it nore flexible, wants to place it on a
specifically routed subnet and wants to keep | arger address space for
group allocations. That is, the adm nistrator selects the | east
specific part of the unicast prefix, with plen=32, and the group
addresses will be fromthe multicast prefix:

FF7x:y20: 2001: DB8: : / 64

where "x" is the multicast scope, "y" is the interface ID of the RP
address, and there are 64 bits for group-ids or assignnents. In this
case, the address of the RP would be:

2001: DB8: :y

The address 2001: DB8::y/ 128 is assigned to a router as a | oopback
address and is injected into the routing system if the network

adm nistrator sets up only one or two RPs (and, e.g., not one RP per
subnet), this approach nmay be preferable to the one described in
Exampl e 1.
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5.3. Exanple 3

As in Exanple 2, the network administrator can al so assign multicast

prefixes such as "FF7x:y20: 2001: DB8: DEAD: : / 80" to sone of customers.

In this case the RP address would still be "2001:DB8::y". (Note that
this is just a nore specific subcase of Exanple 2, where the

adm ni strator assigns a multicast prefix, not just individual group-

ids.)

Note the second rule of deriving the RP address: the "plen" field in
the multicast address, 0x20 = 32, refers to the I ength of "network
prefix" field considered when obtaining the RP address. In this
case, only the first 32 bits of the network prefix field, "2001: DBg8",
are preserved: the value of "plen" takes no stance on actua

uni cast/mul ticast prefix lengths allocated or used in the networks,
here from 2001: DB8: DEAD: : / 48.

In short, this distinction allows nore flexible RP address
configuration in the scenarios where it is desirable to have the
group addresses be consistent with the unicast prefix allocations.

5.4. Exanple 4

In the network of Exanples 1, 2, and 3, the network admn sets up
addresses for use by custonmers, but an organi zation wants to have its
own Pl M SM donain. The organi zation can pick nulticast addresses
such as "FF7x:y30:2001: DB8: BEEF: : / 80", and then the RP address would
be "2001: DB3: BEEF: : y".

6. Operational Considerations

Thi s section describes the najor operational considerations for those
depl oyi ng this nechani sm

6.1. RP Redundancy

A technique called "Anycast RP'" is used within a PIM SM donain to
share an address and nulticast state information between a set of RPs
mai nly for redundancy purposes. Typically, MSDP has been used for
this as well [ANYCASTRP]. There are also other approaches, such as
using PIMfor sharing this information [ ANYPI MRP].

The nost feasible candidate for RP failover is using PIMfor Anycast
RP or "anycasting" (i.e., the shared-unicast nodel [ANYCAST]) the RP
address in the Interior Gateway Protocol (1GP) w thout state sharing
(al t hough dependi ng on the redundancy requirenments, this may or nay
not be enough). However, the redundancy nechani sns are outside of
the scope of this neno.
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6.2. RP Depl oynent

As there is no need to share inter-domain state with MSDP, each
Desi gnat ed Router connecting multicast sources could act as an RP
wi t hout scalability concerns about setting up and naintai ni ng MSDP
sessi ons.

This might be particularly attractive when one is concerned about RP
redundancy. In the case where the DR close to a major source for a
group acts as the RP, a certain anount of fate-sharing properties can
be obtai ned without using any RP failover nechanisns: if the DR goes
down, the nulticast transm ssion may not work anynore in any case.

Along the sane lines, its may also be desirable to distribute the RP
responsibilities to multiple RPs. As long as different RPs serve

di fferent groups, this is trivial: each group could map to a
different RP (or sufficiently many different RPs that the | oad on one
RP is not a problen). However, |oad sharing challenges one group
faces are sinmlar to those of Anycast-RP

6.3. CQidelines for Assigning |IPv6 Addresses to RPs

Wth this mechanism the RP can be given basically any unicast
network prefix up to /64. The interface identifier will have to be
manual |y configured to match "RI I D".

RIID = 0 rmust not be used, as using it would cause anbiguity with the
Subnet - Rout er Anycast Address [ ADDRARCH] .

If an administrator wishes to use an RP address that does not conform
to the addressing topology but is still fromthe network provider’s
uni cast prefix (e.g., an additional |oopback address assigned on a
router, as described in Exanple 2 in Section 5.1), that address can
be injected into the routing systemvia a host route.

6.4. Use as a Substitute for BSR
Wth enbedded- RP, use of BSR or other RP configuration nechanisns
t hroughout the PIMdonmain is not necessary, as each group address
specifies the RP to be used.

6.5. Controlling the Use of RPs
Conpared to the MSDP inter-domain ASM nodel, the control and

managenent of who can use an RP, and how, changes slightly and
deserves explicit discussion
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7.

7.

VBSDP advertisenent filtering typically includes at |east two
capabilities: filtering who is able to create a gl obal session
("source filtering") and filtering which groups should be globally
accessible ("group filtering"). These are done to prevent |oca
groups from being advertised to the outside or unauthorized senders
fromcreating global groups.

However, such controls do not yet block the outsiders from using such
groups, as they could join the groups even w thout Source Active
advertisenent with a (Source, Goup) or (S,G Join by
guessi ng/l earni ng the source and/or the group address. For proper
protection, one should set up, for exanple, PIMmlticast scoping
borders at the border routers. Therefore, enbedded-RP has by default
a roughly equivalent |evel of "protection" as MSDP with SA filtering.

A new issue with control is that nodes in a "foreign domain" may
register to an RP, or send PIMJoin to an RP. (These have been

possible in the past as well, to a degree, but only through willfu
attenpts or purposeful RP configuration at DRs.) The nain threat in
this case is that an outsider may illegitimtely use the RP to host

hi s/ hers own group(s). This can be mtigated to an extent by
filtering which groups or group ranges are allowed at the RP; nore
specific controls are beyond the scope of this menb. Note that this
does not seemto be a serious threat in the first place, as anyone
with a /64 unicast prefix can create their own RP without having to
illegitimately get it from someone el se.

The Enbedded- RP G oup-to-RP Mappi ng Mechani sm

This section specifies the group-to-RP mappi ng mechani smfor Enbedded
RP.

1. PIMSM G oup-to-RP Mpping

The only PIM SM nodification required is inplementing this mechani sm
as one group-to-RP mappi ng net hod.

The inplenentation will have to recognize the address format and
derive and use the RP address by using the rules in Section 4. This
information is used at | east when perform ng Reverse Path Forwardi ng
(RPF) | ookups, when processing Join/Prune messages, or performng
Regi st er - encapsul ati on

To avoid | oops and inconsistencies, for addresses in the range
FF70::/12, the Enbedded- RP mappi ng MJST be consi dered the | ongest
possi bl e match and hi gher priority than any other nechani sm
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It is worth noting that conpared to the other group-to-RP napping
nmechani sns, whi ch can be preconputed, the enbedded-RP mappi ng nust be
redone for every new | Pv6 group address that would map to a different
RP. For efficiency, the results may be cached in an inplementation-
specific manner, to avoid computation for every enbedded- RP packet.

Thi s group-to-RP nappi ng nechani sm nust be supported by the RP, the
DR adj acent to the senders, and any router on the path from any
receiver to the RP. Paths for Shortest Path Tree (SPT) formation and
Regi ster-Stop do not require the support, as those are acconplished
with an (S, G Join.

7.2. Overview of the Mde

This section gives a high-level, non-normative overvi ew of how
Enbedded RP operates, as specified in the previous section.

The steps when a receiver wishes to join a group are as foll ows:

1. Areceiver finds out a group address by sonme neans (e.g., SDR or a
web page).

2. The receiver issues an Milticast Listener Discovery (M.D) Report,
joining the group.

3. The receiver’'s DRwill initiate the PIM SM Join process towards
the RP encoded in the multicast address, irrespective of whether
it isinthe "local" or "renpte" PIM domain.

The steps when a sender wishes to send to a group are as foll ows:

1. A sender finds out a group address by using an unspecified nethod
(e.g., by contacting the adm nistrator for group assignment or
using a multicast address assignment protocol).

2. The sender sends to the group

3. The sender’s DR will send the packets unicast-encapsulated in
Pl M SM Regi st er-nessages to the RP address encoded in the
mul ticast address (in the special case that DRis the RP, such
sending is only conceptual).

In fact, all the nessages go as specified in [PIMSM; enbedded-RP
just acts as a group-to-RP mappi ng nmechanism |nstead of obtaining
the address of the RP fromlocal configuration or configuration
protocols (e.g., BSR), the algorithmderives it transparently from
the encoded mul ticast address.
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8.

Scal ability Analysis

I nt erdormai n MSDP nodel for connecting PIM SM domains is nostly

hi erarchical in configuration and depl oyment, but flat with regard to
information distribution. The enbedded-RP inter-domain nodel behaves
as if every group forned its own Internet-wide PIMdomain, with the
group mapping to a single RP, wherever the receivers or senders are

| ocated. Hence, the inter-domain nulticast becones a flat, RP-
centered topol ogy. The scaling issues are described bel ow.

Previously, foreign sources sent the unicast-encapsul ated data to
their "local" RP; now they are sent to the "foreign" RP responsible
for the specific group. This is especially inportant with |arge
mul ticast groups where there are a | ot of heavy senders --
particularly if inplenentations do not handl e unicast-decapsul ation
wel | .

Wth IPv4 ASM nulticast, there are roughly two kinds of Internet-w de
state: MSDP (propagated everywhere), and nulticast routing state (on
the receiver or sender branches). The forner is elimnated, but the
backbone routers mght end up with (*, G and (S, G rpt) state

bet ween receivers (and past receivers, for PIMPrunes) and the RP, in
addition to (S, G states between the receivers and senders, if SPT
is used. However, the total anount of state is smaller.

In both inter-domain and intra-domain cases, the enbedded-RP nodel is
practically identical to the traditional PIMSMin intra-domain. On
the ot her hand, PIM SM has been deployed (in IPv4) in inter-domain
usi ng MSDP; conpared to that inter-domain nodel, this specification
sinmplifies the tree construction (i.e., nulticast routing) by
renoving the RP for senders and receivers in foreign domains and
elimnating the MSDP i nformation distribution.

As the address of the RPis tied to the multicast address, the RP
failure managenment becomes nore difficult, as the depl oyed fail over
or redundancy nechanisns (e.g., BSR, Anycast-RP with MSDP) cannot be
used as-is. However, Anycast-RP using PIM provides equal redundancy;
this described briefly in Section 6.1.

The PI M SM specification states, "Any RP address configured or

| earned MUST be a domai n-wi de reachabl e address”. \What "reachabl e”
precisely neans is not clear, even w thout enbedded-RP. This
statenent cannot be proven, especially with the foreign RPs, as one
cannot even guarantee that the RP exists. Instead of manually
configuring RPs and DRs (configuring a non-existent RP was possi bl e,
though rare), with this specification the hosts and users using

mul ticast indirectly specify the RP thensel ves, |owering the
expectancy of the RP reachability. This is a relatively significant
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10.

probl em but not much different fromthe current nulticast depl oynment:
e.g., MDv2 (S, G joins, whether ASMor SSM vyield the same result
[ PI MBEC] .

Being able to join/send to rembte RPs rai ses security concerns that
are consi dered separately, but it has an advantage too: every group
has a "responsible RP'" that is able to control (to sone extent) who
is able to send to the group

A nore extensive description and comparison of the inter-domain
mul ticast routing nodels (traditional ASMw th MSDP, enbedded- RP
SSM and their security properties has been described in [Pl MSEC].
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Security Consi derations

The addresses of RPs are encoded in the nmulticast addresses, thus
becom ng nore visible as single points of failure. Even though this
does not significantly affect the multicast routing security, it may
expose the RP to other kinds of attacks. The operators are
encouraged to pay special attention to securing these routers. See
Section 6.1 for considerations regarding fail over and Section 6.2 for
pl acenent of RPs |eading to a degree of fate-sharing properties.

As any RP will have to accept PIM SM Joi n/ Prune/ Regi st er messages
fromany DR, this mght cause a potential Denial of Service attack
scenario. However, this can be mtigated, as the RP can discard al
such nmessages for all nulticast addresses that do not encode the
address of the RP. Both the sender- and receiver-based attacks are
described at greater length in [Pl MSEC].
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Additionally, the inplenmentati on SHOULD al so al | ow manual
configuration of which nulticast prefixes are allowed to be used.
This can be used to Iinmt the use of the RP to designated groups

only. 1In sone cases, being able to restrict (at the RP) which
uni cast addresses are allowed to send or join to a group is
desirable. (However, note that Joi n/Prune nessages would still |eave

state in the network, and Regi ster nessages can be spoofed [Pl MSEC].)
Qovi ously, these controls are only possible at the RP, not at the
internediate routers or the DR

It is RECOWENDED that routers supporting this specification do not
act as RPs unless explicitly configured to do so, as becom ng an RP
does not require any advertisenent (e.g., through BSR or manual ly).

O herwi se, any router could potentially become an RP (and be abused
as such). Further, nulticast groups or group ranges to-be-served MAY
need to be explicitly configured at the RPs, to protect themfrom
being used unwillingly. Note that the nore specific controls (e.qg.
"insider-nust-create" or "invite-outsiders" nodels) as to who is

all owed to use the groups are beyond the scope of this nmeno.

Excl uding internal -only groups from MSDP adverti sements does not
protect the groups fromoutsiders but only offers security by
obscurity; enbedded-RP offers simlar |evel of protection. Wen rea
protection is desired, PIMscoping for exanple, should be set up at
the borders. This is described at nore length in Section 6.5.

One shoul d observe that the enbedded-RP threat nodel is actually
rather simlar to SSM both nechanisns significantly reduce the
threats at the sender side. On the receiver side, the threats are
sonewhat conparable, as an attacker could do an M.Dv2 (S, G join
towards a non-existent source, which the local RP could not bl ock
based on the MSDP infornmation

The i npl enentati on MUST perform at |east the same address validity
checks to the enbedded-RP address as it would to one received via
ot her neans; at |east fe80::/10, ::/16, and ff00::/8 shoul d be
excluded. This is particularly inportant, as the information is
derived fromthe untrusted source (i.e., any user in the Internet),
not fromthe | ocal configuration

A nore extensive description and comnparison of the inter-domain
nmul ticast routing nodels (traditional ASMw th MSDP, enbedded-RP
SSM and their security properties has been done separately in

[ PI MBEC] .
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A

Di scussi on about Design Tradeoffs

The docunent only specifies FF70::/12 for now, if/when the upper-nost
bit is used, one nmust specify how FFFO::/12 applies to Enbedded- RP
For exanple, a different node of PIM or another protocol m ght use
that range, in contrast to FF70::/12, as currently specified, being
for PIMSM only.

I nstead of using flags bits ("FF70::/12"), one could have used the
| eftmost reserved bits instead ("FF3x:8000::/17").

It has been argued that instead of allowi ng the operator to specify
RI I D, the value could be pre-deternined (e.g., "1"). However, this
has not been adopted, as this elimnates address assi gnnent
flexibility fromthe operator

Val ues 64 < "plen" < 96 would overlap with upper bits of the
nmul ticast group-id; due to this restriction, "plen" nust not exceed
64 bits. This is in line with RFC 3306.

The enbedded- RP addressing could be used to convey other information
(other than RP address) as well, for exanple, what should be the RPT
threshold for PIMSM These coul d be, whether feasible or not,
encoded in the RP address sonehow, or in the multicast group address.
In any case, such nodifications are beyond the scope of this nmeno.

For the cases where the RPs do not exist or are unreachable, or too
much state is being generated to reach in a resource exhaustion
Deni al of Service attack, sone forns of rate-limting or other

nmechani sns coul d be deployed to mtigate the threats while trying not
to disturb the legitinmte usage. However, as the threats are
generic, they are considered out of scope and di scussed separately in
[ PI MBEC] .
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retain all their rights.
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Intell ectual Property

The | ETF takes no position regarding the validity or scope of any
Intell ectual Property Rights or other rights that m ght be clained to
pertain to the inplenentation or use of the technol ogy described in
this document or the extent to which any |icense under such rights

m ght or mght not be available; nor does it represent that it has
made any independent effort to identify any such rights. Information
on the |ETF' s procedures with respect to rights in | ETF Docunents can
be found in BCP 78 and BCP 79.

Copi es of IPR disclosures made to the | ETF Secretariat and any
assurances of licenses to be nmade available, or the result of an
attenpt nade to obtain a general |icense or permission for the use of
such proprietary rights by inplenenters or users of this
specification can be obtained fromthe |ETF on-line | PR repository at
http://ww.ietf.org/ipr.

The 1ETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights that may cover technology that may be required to inpl enent
this standard. Pl ease address the information to the IETF at ietf-
ipr@etf.org.
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