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Abst ract

Future data and transm ssion networks will consist of elements such
as routers, switches, Dense Wavel ength Division Miltiplexing (DWDM
systens, Add-Drop Miltiplexors (ADMs), photonic cross-connects
(PXCs), optical cross-connects (OXCs), etc. that will use Ceneralized
Mul ti-Protocol Label Switching (GWLS) to dynamcally provision
resources and to provide network survivability using protection and
restoration techniques.

Thi s docunent describes the architecture of GWLS. GWLS extends
MPLS to enconpass tinme-division (e.g., SONET/SDH, PDH, G 709),

wavel ength (1l anbdas), and spatial switching (e.g., incom ng port or
fiber to outgoing port or fiber). The focus of GWLS is on the
control plane of these various |layers since each of them can use
physically diverse data or forwarding planes. The intentionis to
cover both the signaling and the routing part of that control plane.
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1. Introduction

The architecture described in this document covers the main buil ding
bl ocks needed to build a consistent control plane for multiple
switching layers. It does not restrict the way that these |ayers
work together. Different nodels can be applied, e.g., overl ay,
augnented or integrated. Moreover, each pair of contiguous |ayers
may col | aborate in different ways, resulting in a nunber of possible
conbi nati ons, at the discretion of nmanufacturers and operators.

This architecture clearly separates the control plane and the
forwarding plane. 1In addition, it also clearly separates the contro
plane in two parts, the signaling plane containing the signaling
protocols and the routing plane containing the routing protocols.

Thi s docunent is a generalization of the Milti-Protocol Labe
Switching (MPLS) architecture [ RFC3031], and in sonme cases may differ
slightly fromthat architecture since non packet-based forwarding

pl anes are now considered. It is not the intention of this docunent
to describe concepts already described in the current MPLS
architecture. The goal is to describe specific concepts of

CGeneral i zed MPLS (GWLS).

However, some of the concepts explained hereafter are not part of the
current MPLS architecture and are applicable to both MPLS and GWLS
(i.e., link bundling, unnumbered |inks, and LSP hierarchy). Since
these concepts were introduced together with GWLS and since they are
of paranount inportance for an operational GWLS network, they wll
be di scussed here.

The organi zation of the remai nder of this docunent is as follows. W
begin with an introduction of GWLS. W then present the specific
GWPLS bui | di ng bl ocks and expl ain how they can be conbi ned together
to build an operational GWLS network. Specific details of the
separate building blocks can be found in the correspondi ng docunents.

1.1. Acronyns & Abbreviations

AS Aut ononpbus Syst em

BGP Bor der Gateway Protoco

CR- LDP Constrai nt - based Routing LDP

CSPF Constraint - based Shortest Path First

DWDM Dense Wavel ength Division Miltiplexing

FA Forwar di ng Adj acency

GWLS Generalized Multi-Protocol Label Switching
| GP Interior Gateway Protoco

LDP Label Distribution Protoco

LMP Li nk Managenent Protoco
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LSA Li nk State Adverti senent

LSR Label Switching Router

LSP Label Switched Path

M B Management | nformati on Base

MPLS Mul ti-Protocol Label Swtching
NVS Net wor k Managenent System

Ooxc Optical Cross-Connect

PXC Phot oni ¢ Cr oss- Connect

RSVP ReSour ce reserVation Protoco

SDH Synchronous Di gital Hierarchy
SONET Synchronous Optical Networks

STM - N) Synchronous Transport Mdule (-N)
STS(-N) Synchronous Transport Signal-Level N (SONET)
TDM Ti me Division Mitiplexing

TE Traffic Engi neering

1.2. Miltiple Types of Switching and Forwardi ng Hi erarchies

CGeneralized MPLS (GWLS) differs fromtraditional MPLS in that it
supports nultiple types of switching, i.e., the addition of support
for TDM |anbda, and fiber (port) switching. The support for the
addi ti onal types of switching has driven GWLS to extend certain base
functions of traditional MPLS and, in some cases, to add
functionality. These changes and additions inpact basic LSP
properties: how | abels are requested and communi cated, the
unidirectional nature of LSPs, how errors are propagated, and

i nformati on provided for synchronizing the ingress and egress LSRs.

The MPLS architecture [ RFC3031] was defined to support the forwarding
of data based on a label. |In this architecture, Label Switching
Routers (LSRs) were assunmed to have a forwarding plane that is
capabl e of (a) recogni zing either packet or cell boundaries, and (b)
being able to process either packet headers (for LSRs capabl e of
recogni zi ng packet boundaries) or cell headers (for LSRs capabl e of
recogni zi ng cell boundaries).

The original MPLS architecture is here being extended to include LSRs
whose forwardi ng pl ane recogni zes neither packet, nor cel

boundari es, and therefore, cannot forward data based on the
information carried in either packet or cell headers. Specifically,
such LSRs include devices where the switching decision is based on
time slots, wavel engths, or physical ports. So, the new set of LSRs,
or nore precisely interfaces on these LSRs, can be subdivided into
the follow ng classes:
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1. Packet Switch Capable (PSC) interfaces:

Interfaces that recogni ze packet boundaries and can forward data
based on the content of the packet header. Exanples include
interfaces on routers that forward data based on the content of
the | P header and interfaces on routers that switch data based on
the content of the MPLS "shini header

2. Layer-2 Switch Capable (L2SC) interfaces:

Interfaces that recognize frane/cell boundaries and can swtch
dat a based on the content of the franme/cell header. Exanples

i nclude interfaces on Ethernet bridges that switch data based on
the content of the MAC header and interfaces on ATM LSRs t hat
forward data based on the ATM VPI/VCI.

3. Time-Division Miultiplex Capable (TDM interfaces:

Interfaces that switch data based on the data’s time slot in a
repeating cycle. An exanple of such an interface is that of a
SONET/ SDH Cr oss- Connect (XC), Terminal Miltiplexer (TM, or Add-
Drop Multiplexer (ADM. Oher exanples include interfaces
providing G 709 TDM capabilities (the "digital wapper"”) and PDH
i nterfaces.

4. Lanbda Switch Capable (LSC) interfaces:

Interfaces that switch data based on the wavel ength on which the
data is received. An exanple of such an interface is that of a
Phot oni ¢ Cross- Connect (PXC) or Optical Cross-Connect (OXC) that
can operate at the level of an individual wavel ength. Additiona
exanpl es include PXC interfaces that can operate at the |level of a
group of wavel engths, i.e., a waveband and G 709 interfaces
providing optical capabilities.

5. Fiber-Switch Capable (FSC) interfaces:

Interfaces that switch data based on a position of the data in the
(real world) physical spaces. An exanple of such an interface is
that of a PXC or OXC that can operate at the level of a single or
multiple fibers.

A circuit can be established only between, or through, interfaces of
the sane type. Depending on the particular technol ogy being used for
each interface, different circuit names can be used, e.g., SDH
circuit, optical trail, light-path, etc. |In the context of GWLS,
all these circuits are referenced by a conmmon nane: Label Swi tched
Path (LSP).
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The concept of nested LSP (LSP within LSP), already available in the
traditional MPLS, facilitates building a forwarding hierarchy, i.e.
a hierarchy of LSPs. This hierarchy of LSPs can occur on the same
interface, or between different interfaces.

For exanple, a hierarchy can be built if an interface is capabl e of
mul tipl exi ng several LSPs fromthe same technol ogy (layer), e.g., a
| ower order SONET/SDH LSP (e.g., VT2/VC-12) nested in a higher order
SONET/ SDH LSP (e.g., STS-3c/VC4). Several levels of signal (LSP)
nesting are defined in the SONET/ SDH mul ti pl exi ng hi erarchy.

The nesting can al so occur between interface types. At the top of
the hierarchy are FSC interfaces, followed by LSC interfaces,
followed by TDMinterfaces, followed by L2SC, and foll owed by PSC
interfaces. This way, an LSP that starts and ends on a PSC interface
can be nested (together with other LSPs) into an LSP that starts and
ends on a L2SC interface. This LSP, in turn, can be nested (together
with other LSPs) into an LSP that starts and ends on a TDM i nterface.
In turn, this LSP can be nested (together with other LSPs) into an
LSP that starts and ends on a LSC interface, which in turn can be
nested (together with other LSPs) into an LSP that starts and ends on
a FSC interface.

1.3. Extension of the MPLS Control Pl ane

The establishment of LSPs that span only Packet Switch Capable (PSC)
or Layer-2 Switch Capable (L2SC) interfaces is defined for the
original MPLS and/or MPLS-TE control planes. GWLS extends these
control planes to support each of the five classes of interfaces
(i.e., layers) defined in the previous section

Note that the GWPLS control plane supports an overlay nodel, an
augnment ed nodel, and a peer (integrated) nodel. 1In the near term
GWPLS appears to be very suitable for controlling each |ayer

i ndependently. This elegant approach will facilitate the future
depl oyment of ot her nodels.

The GWPLS control plane is made of several building blocks as
described in nore details in the foll owing sections. These building
bl ocks are based on well-known signaling and routing protocols that
have been extended and/or nodified to support GVWPLS. They use |Pv4
and/ or |1 Pv6 addresses. Only one new specialized protocol is required
to support the operations of GWLS, a signaling protocol for link
managenment [ LMP] .

GWLS is indeed based on the Traffic Engineering (TE) extensions to

MPLS, a.k.a. MPLS-TE [RFC2702]. This, because nost of the
technol ogi es that can be used below the PSC | evel requires sone
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traffic engineering. The placenent of LSPs at these |levels needs in
general to consider several constraints (such as fram ng, bandw dth,
protection capability, etc) and to bypass the | egacy Shortest-Path
First (SPF) algorithm Note, however, that this is not mandatory and
that in some cases SPF routing can be applied.

In order to facilitate constrai ned-based SPF routing of LSPs, nodes
that perform LSP establishnent need nore information about the |inks
in the network than standard intra-domain routing protocols provide.
These TE attributes are distributed using the transport nechani sns
already available in I1Gs (e.g., flooding) and taken into
consideration by the LSP routing algorithm Optimzation of the LSP
routes may al so require sone external sinulations using heuristics
that serve as input for the actual path calculation and LSP
establ i shnment process.

By definition, a TElink is a representation in the IS 1S/ OSPF Link
State advertisenents and in the |link state database of certain

physi cal resources, and their properties, between two GWLS nodes.
TE Links are used by the GWLS control plane (routing and signaling)
for establishing LSPs.

Extensions to traditional routing protocols and al gorithnms are needed
to uniformy encode and carry TE link information, and explicit
routes (e.g., source routes) are required in the signaling. In

addi tion, the signaling rmust now be capable of transporting the
required circuit (LSP) parameters such as the bandw dth, the type of
signal, the desired protection and/or restoration, the position in a
particular multiplex, etc. Mst of these extensions have already
been defined for PSC and L2SC traffic engineering with MPLS. GWLS
primarily defines additional extensions for TDM LSC, and FSC traffic
engi neering. A very few elenments are technol ogy specific.

Thus, GWPLS extends the two signaling protocols defined for MPLS-TE
signaling, i.e., RSVP-TE [ RFC3209] and CR-LDP [ RFC3212]. However,
GWPLS does not specify which one of these two signaling protocols
nust be used. It is the role of manufacturers and operators to
eval uate the two possible solutions for their own interest.

Since GWLS signaling is based on RSVP-TE and CR-LDP, it nmandates a
downst ream on-demand | abel allocation and distribution, with ingress
initiated ordered control. Liberal |abel retention is normally used,
but conservative | abel retention node coul d al so be used.
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Furthernore, there is no restriction on the | abel allocation
strategy, it can be request/signaling driven (obvious for circuit
swi tching technol ogies), traffic/data driven, or even topol ogy
driven. There is also no restriction on the route sel ection
explicit routing is normally used (strict or |oose) but hop-by-hop
routing could be used as well.

GWLS al so extends two traditional intra-domain |ink-state routing
protocol s al ready extended for TE purposes, i.e., OSPF-TE [ OSPF- TE]
and | S-1S-TE [ISIS-TE]. However, if explicit (source) routing is
used, the routing algorithns used by these protocols no | onger need
to be standardi zed. Extensions for inter-domain routing (e.g., BGP)
are for further study.

The use of technol ogies |ike DADM (Dense Wavel ength Di vi sion

Mul tiplexing) inplies that we can now have a very | arge number of
paral l el links between two directly adjacent nodes (hundreds of

wavel engt hs, or even thousands of wavelengths if multiple fibers are
used). Such a l|arge nunber of |inks was not originally considered
for an I P or MPLS control plane, although it could be done. Sone
slight adaptations of that control plane are thus required if we want
to better reuse it in the GVWLS context.

For instance, the traditional |P routing nodel assunes the
establ i shnent of a routing adjacency over each |ink connecting two
adj acent nodes. Having such a | arge nunber of adjacenci es does not
scale well. Each node needs to mmintain each of its adjacencies one
by one, and link state routing information nmust be fl ooded throughout
the networKk.

To solve this issue the concept of |ink bundling was introduced.
Mor eover, the manual configuration and control of these links, even
if they are unnunbered, becones inpractical. The Link Managenent
Protocol (LMP) was specified to solve these issues.

LMP runs between data pl ane adjacent nodes and is used to nmanage TE
links. Specifically, LMP provides nechanisns to maintain contro
channel connectivity (IP Control Channel Mintenance), verify the
physi cal connectivity of the data-bearing links (Link Verification),
correlate the link property information (Link Property Correlation),
and manage link failures (Fault Localization and Fault Notification).
A uni que feature of LMP is that it is able to localize faults in both
opaque and transparent networks (i.e., independent of the encoding
schene and bit rate used for the data).

LMP is defined in the context of GWLS, but is specified

i ndependently of the GWLS signaling specification since it is a
| ocal protocol running between data-pl ane adjacent nodes.
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Consequently, LMP can be used in other contexts with non- GWLS
signal i ng protocols.

MPLS signaling and routing protocols require at |east one bi-
directional control channel to conmunicate even if two adjacent nodes
are connected by unidirectional links. Several control channels can
be used. LMP can be used to establish, mmintain and nmanage these
control channel s.

GWLS does not specify how these control channels nmust be

i mpl enent ed, but GWPLS requires IP to transport the signaling and
routing protocols over them Control channels can be either in-band
or out-of-band, and several solutions can be used to carry IP. Note
al so that one type of LMP nessage (the Test nessage) is used in-band
in the data plane and may not be transported over IP, but this is a
particul ar case, needed to verify connectivity in the data pl ane.

1.4. GQWLS Key Extensions to MPLS-TE
Sone key extensions brought by GWLS to MPLS-TE are highlighted in

the following. Sone of them are key advantages of GWLS to contro
TDM LSC and FSC | ayers.

- In MPLS-TE, links traversed by an LSP can include an interm x of
links with heterogeneous | abel encoding (e.g., |inks between
routers, links between routers and ATM LSRs, and |inks between

ATM LSRs. GWPLS extends this by including |inks where the |abel is
encoded as a tine slot, or a wavelength, or a position in the
(real world) physical space

- In MPLS-TE, an LSP that carries IP has to start and end on a
router. GWPLS extends this by requiring an LSP to start and end
on sinmilar type of interfaces.

- The type of a payload that can be carried in GWLS by an LSP is
extended to all ow such payl oads as SONET/ SDH, G 709, 1Gb or 10Gh
Et hernet, etc.

- The use of Forwardi ng Adjacencies (FA) provides a mechani smt hat
can i nmprove bandwi dth utilization, when bandw dth allocation can
be performed only in discrete units. It offers also a nechani sm
to aggregate forwarding state, thus allow ng the nunber of
required |l abels to be reduced.
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-  QWPLS all ows suggesting a | abel by an upstream node to reduce the
setup latency. This suggestion nmay be overri dden by a downstream
node but in sonme cases, at the cost of higher LSP setup tine.

- QWPLS extends on the notion of restricting the range of |abels
that may be selected by a downstream node. In GWLS, an upstream
node nmay restrict the labels for an LSP along either a single hop
or the entire LSP path. This feature is useful in photonic
net wor ks where wavel ength conversi on may not be avail abl e.

- Wiile traditional TE-based (and even LDP-based) LSPs are
unidirectional, GWLS supports the establishnent of bi-directiona
LSPs.

-  QGWPLS supports the ternination of an LSP on a specific egress
port, i.e., the port selection at the destination side.

- QGWPLS with RSVP-TE supports an RSVP specific nechanismfor rapid
failure notification.

Not e al so sorme ot her key differences between MPLS-TE and GVPLS:

- For TDM LSC and FSC i nterfaces, bandw dth allocation for an LSP
can be perforned only in discrete units.

- It is expected to have (rmuch) fewer |abels on TDM LSC or FSC
links than on PSC or L2SC |inks, because the former are physica
| abel s instead of |ogical Iabels.

2. Routing and Addressi ng Mde

GWLS is based on the IP routing and addressi ng nodels. This assunes
that I Pv4 and/or |1 Pv6 addresses are used to identify interfaces but
also that traditional (distributed) IP routing protocols are reused.

I ndeed, the discovery of the topol ogy and the resource state of al
links in a routing domain is achieved via these routing protocols.

Since control and data planes are de-coupled in GWLS, control -pl ane
nei ghbors (i.e., IGP-learnt neighbors) may not be data-pl ane

nei ghbors. Hence, mechanisnms |ike LMP are needed to associate TE

i nks with neighboring nodes.

| P addresses are not used only to identify interfaces of IP hosts and
routers, but nore generally to identify any PSC and non- PSC
interfaces. Simlarly, IP routing protocols are used to find routes
for P datagranms with a SPF algorithm they are also used to find
routes for non-PSC circuits by using a CSPF al gorithm
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However, some additional nechanisns are needed to increase the
scalability of these nodels and to deal with specific traffic

engi neering requirenents of non-PSC | ayers. These nechanisns will be
i ntroduced in the foll ow ng.

Re-using existing IP routing protocols allows for non-PSC | ayers
taki ng advantage of all the val uabl e devel opnents that took place
since years for P routing, in particular, in the context of intra-
domain routing (link-state routing) and inter-domain routing (policy
routing).

In an overlay nodel, each particular non-PSC | ayer can be seen as a
set of Autononous Systens (ASs) interconnected in an arbitrary way.
Simlarly to the traditional |IP routing, each AS is nmanaged by a
single administrative authority. For instance, an AS can be an
SONET/ SDH net wor k operated by a given carrier. The set of

i nterconnected ASs can be viewed as SONET/ SDH i nt er net wor ks.

Exchange of routing information between ASs can be done via an
inter-domain routing protocol like BG>-4. There is obviously a huge
val ue of re-using well-known policy routing facilities provided by
BGP in a non-PSC context. Extensions for BGP traffic engineering
(BGP-TE) in the context of non-PSC | ayers are left for further study.

Each AS can be sub-divided in different routing donmains, and each can
run a different intra-domain routing protocol. |In turn, each
routi ng-donmai n can be divided in areas.

A routing domain is made of GVPLS enabl ed nodes (i.e., a network
device including a GWLS entity). These nodes can be either edge
nodes (i.e., hosts, ingress LSRs or egress LSRs), or internal LSRs.
An exampl e of non-PSC host is an SONET/ SDH Termi nal Ml tiplexer (TM
Anot her exanple is an SONET/SDH i nterface card within an I P router or
ATM swi t ch.

Note that traffic engineering in the intra-domain requires the use of
link-state routing protocols |ike OSPF or |1S-1S.

GWLS defines extensions to these protocols. These extensions are

needed to di ssem nate specific TDM LSC and FSC static and dynam c
characteristics related to nodes and |inks. The current focus is on
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intra-area traffic engineering. However, inter-area traffic
engi neering is also under investigation

2.1. Addressing of PSC and non-PSC Layers

The fact that |1 Pv4 and/or |Pv6 addresses are used does not inply at
all that they should be allocated in the sane addressi ng space than
public IPv4 and/or |Pv6 addresses used for the Internet. Private IP
addresses can be used if they do not require to be exchanged with any
ot her operator; public IP addresses are otherw se required. O
course, if an integrated nodel is used, two layers could share the
sane addressing space. Finally, TE |links may be "unnunbered" i.e.

not have any | P addresses, in case |P addresses are not available, or
the overhead of nanaging themis considered too high

Note that there is a benefit of using public IPv4 and/or |Pv6
Internet addresses for non-PSC |l ayers if an integrated nodel with the
| P layer is foreseen.

If we consider the scalability enhancements proposed in the next
section, the IPv4 (32 bits) and the I Pv6 (128 bits) addressing spaces
are both nore than sufficient to accommbpdate any non-PSC | ayer. W
can reasonably expect to have nuch | ess non-PSC devices (e.qg.

SONET/ SDH nodes) than we have today |IP hosts and routers.

2.2. QWLS Scal ability Enhancenents

TDM LSC and FSC | ayers introduce new constraints on the IP
addressing and routing nodel s since several hundreds of paralle
physical links (e.g., wavel engths) can now connect two nodes. Most
of the carriers already have today several tens of wavel engths per
fi ber between two nodes. New generation of DWDM systenms will allow
several hundreds of wavel engths per fiber

It becomes rather inpractical to associate an |IP address with each
end of each physical link, to represent each link as a separate
routing adjacency, and to advertise and to maintain link states for
each of these links. For that purpose, GWLS enhances the MPLS
routi ng and addressing nodels to increase their scalability.

Two optional mechani sms can be used to increase the scalability of
the addressing and the routing: unnumbered |inks and Iink bundling.
These two nechani sns can al so be conbined. They require extensions
to signaling (RSVP-TE and CR-LDP) and routing (OSPF-TE and | S-1S-TE)
pr ot ocol s.
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2.3. TE Extensions to |IP Routing Protocols

Traditionally, a TEIlink is advertised as an adjunct to a "regul ar"
OSPF or 1S-1Slink, i.e., an adjacency is brought up on the I|ink.
VWen the link is up, both the regular 1GP properties of the |ink
(basically, the SPF netric) and the TE properties of the link are
then adverti sed.

However, GWPLS challenges this notion in three ways:

- First, links that are non-PSC may yet have TE properties; however,
an OSPF adj acency coul d not be brought up directly on such |inks.

- Second, an LSP can be advertised as a point-to-point TE link in
the routing protocol, i.e., as a Forwarding Adjacency (FA); thus,
an advertised TE |link need no | onger be between two OSPF direct
nei ghbors. Forwardi ng Adj acencies (FA) are further described in
Section 8.

- Third, a nunmber of links nay be advertised as a single TE link
(e.g., for inproved scalability), so again, there is no |onger a
one-to-one association of a regular adjacency and a TE |i nk.

Thus, we have a nore general notion of a TElink. A TEIlink is a
logical link that has TE properties. Sone of these properties may be
configured on the advertising LSR, others may be obtained from ot her
LSRs by neans of some protocol, and yet others may be deduced from
the conmponent(s) of the TE |ink.

An inportant TE property of a TElink is related to the bandwi dth
accounting for that link. GWLS will define different accounting
rules for different non-PSC | ayers. Generic bandwi dth attributes are
however defined by the TE routing extensions and by GWLS, such as

t he unreserved bandwi dth, the maxi mum reservabl e bandw dth and the
maxi mum LSP bandw dt h.

It is expected in a dynanmi c environnment to have frequent changes of
bandwi dt h accounting information. A flexible policy for triggering
link state updates based on bandw dth threshol ds and |i nk-danpeni ng
mechani sm can be i npl enent ed.

TE properties associated with a |ink should also capture protection
and restoration related characteristics. For instance, shared
protection can be el egantly conbi ned with bundling. Protection and
restoration are mainly generic mechani sns al so applicable to MPLS. It
is expected that they will first be devel oped for MPLS and | ater on
general i zed to GWLS.
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A TE link between a pair of LSRs does not inply the existence of an

| GP adj acency between these LSRs. A TE link nust al so have some
nmeans by which the advertising LSR can know of its liveness (e.g., by
using LMP hellos). When an LSR knows that a TE link is up, and can
determne the TE link’s TE properties, the LSR may then advertise
that link to its GWLS enhanced OSPF or |1S-1S neighbors using the TE
objects/TLVs. W call the interfaces over which GWLS enhanced OSPF
or |S-1S adjacencies are established "control channel s".

3. Unnunbered Links

Unnunbered |inks (or interfaces) are links (or interfaces) that do
not have | P addresses. Using such links involves two capabilities:
the ability to specify unnunbered links in MPLS TE signaling, and the
ability to carry (TE) information about unnunbered links in IGP TE
extensions of IS 1S-TE and OSPF- TE.

A. The ability to specify unnunbered Iinks in MPLS TE signaling
requi res extensions to RSVP-TE [ RFC3477] and CR-LDP [ RFC3480].
The MPLS-TE signaling does not provide support for unnunbered
i nks, because it does not provide a way to indicate an unnunbered
link inits Explicit Route Obhject/TLV and in its Record Route
nject (there is no such TLV for CR-LDP). GQGWPLS defines sinple
extensions to indicate an unnunbered link in these two
oj ects/ TLVs, using a new Unnunbered Interface |ID sub-object/sub-
TLV.

Si nce unnunbered links are not identified by an | P address, then
for the purpose of MPLS TE each end need some other identifier
local to the LSRto which the link belongs. LSRs at the two end-
poi nts of an unnunbered |ink exchange with each other the
identifiers they assign to the link. Exchanging the identifiers
may be acconplished by configuration, by neans of a protocol such
as LMP ([LMP]), by means of RSVP-TE/ CR-LDP (especially in the case
where a link is a Forwardi ng Adj acency, see below), or by neans of
I S-1S or OSPF extensions ([ISIS TE-GWLS], [OSPF-TE-GWPLS]).

Consi der an (unnunbered) link between LSRs A and B. LSR A chooses
an identifier for that link. So does LSR B. From A's perspective
we refer to the identifier that A assigned to the link as the
"l'ink local identifier"” (or just "local identifier"), and to the
identifier that B assigned to the link as the "link renote
identifier" (or just "renmpote identifier"). Likewi se, fromB's
perspective the identifier that B assigned to the link is the
local identifier, and the identifier that A assigned to the link
is the renote identifier
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3.

The new Unnunbered Interface | D sub-object/sub-TLV for the ER

Obj ect/ TLV contains the Router ID of the LSR at the upstream end
of the unnunbered link and the Iink |ocal identifier with respect
to that upstream LSR

The new Unnunbered Interface |ID sub-object for the RR hject
contains the link local identifier with respect to the LSR that
adds it in the RR Object.

B. The ability to carry (TE) information about unnunmbered links in
| G TE extensions requires new sub-TLVs for the extended IS
reachability TLV defined in IS-1S-TE and for the TE LSA (which is
an opaque LSA) defined in OSPF-TE. A Link Local ldentifier sub-
TLV and a Link Renpte Identifier sub-TLV are defined.

Unnurber ed Forwar di ng Adj acenci es

If an LSR that originates an LSP advertises this LSP as an unnunbered
FAin IS 1S or GSPF, or the LSR uses this FA as an unnunbered
conponent link of a bundled Iink, the LSR nust allocate an Interface
IDto that FA. |If the LSP is bi-directional, the tail end does the
same and allocates an Interface ID to the reverse FA

Si gnal i ng has been enhanced to carry the Interface ID of a FAin the
new LSP Tunnel Interface ID object/TLV. This object/TLV contains the
Router ID (of the LSR that generates it) and the Interface ID. It is
called the Forward Interface ID when it appears in a Path/ REQUEST
nmessage, and it is called the Reverse Interface ID when it appears in
the Resv/ MAPPI NG nessage

Li nk Bundl i ng

The concept of link bundling is essential in certain networks

enpl oyi ng the GVWPLS control plane as is defined in [ BUNDLE]. A
typical exanple is an optical meshed network where adjacent optica
cross-connects (LSRs) are connected by several hundreds of paralle
wavel engths. In this network, consider the application of |link state
routing protocols, like OSPF or I1S-1S, with suitable extensions for
resource discovery and dynamic route conputation. Each wavel ength
nmust be advertised separately to be used, except if link bundling is
used.

When a pair of LSRs is connected by multiple links, it is possible to
advertise several (or all) of these links as a single link into OSPF
and/or 1S-1S. This process is called |ink bundling, or just

bundling. The resulting logical link is called a bundled link as its
physical links are called conponent |inks (and are identified by

i nterface indexes).
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The result is that a conbination of three identifiers ((bundled) Iink
identifier, conponent link identifier, label) is sufficient to
unanbi guously identify the appropriate resources used by an LSP

The purpose of link bundling is to inprove routing scalability by
reduci ng the anmount of information that has to be handl ed by OSPF
and/or 1S-1S. This reduction is acconplished by performng

i nformation aggregation/abstraction. As with any other information
aggregation/abstraction, this results in |osing some of the
information. To limt the anpbunt of | osses one need to restrict the
type of the information that can be aggregat ed/ abstracted.

4.1. Restrictions on Bundling

The following restrictions are required for bundling links. Al
conponent links in a bundle nust begin and end on the same pair of
LSRs; and share sone conmon characteristics or properties defined in
[CSPF-TE] and [ISIS-TE], i.e., they nust have the sane:

- Link Type (i.e., point-to-point or nulti-access),
- TE Metric (i.e., an administrative cost),
- Set of Resource Cl asses at each end of the links (i.e., colors).

Note that a FA may al so be a conponent link. |In fact, a bundle can
consist of a mix of point-to-point links and FAs, but all sharing
some common properties.

4.2. Routing Considerations for Bundling

A bundled link is just another kind of TE |ink such as those defined
by [ GWLS-ROQUTING . The liveness of the bundled link is determ ned
by the liveness of each its conmponent links. A bundled link is alive
when at | east one of its conmponent links is alive. The liveness of a
conponent |ink can be determ ned by any of several neans: |S-1S or
OSPF hel |l os over the conponent link, or RSVP Hello (hop local), or
LMP hellos (link local), or fromlayer 1 or layer 2 indications.

Note that (according to the RSVP-TE specification [ RFC3209]) the RSVP
Hell o mechanismis intended to be used when notification of |ink

| ayer failures is not avail abl e and unnunbered |inks are not used, or
when the failure detection nechani sns provided by the link |ayer are

not sufficient for tinely node failure detection

Once a bundled link is determned to be alive, it can be advertised
as a TE link and the TE information can be flooded. |If IS 1S/ OSPF
hel |l os are run over the conponent |inks, IS 1S/ OSPF flooding can be
restricted to just one of the component |inks.
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Note that advertising a (bundled) TE Iink between a pair of LSRs does
not inmply that there is an | GP adj acency between these LSRs that is
associated with just that link. In fact, in certain cases a TE |link
between a pair of LSRs could be advertised even if there is no I GP
adj acency at all between the LSR (e.g., when the TE link is an FA).

Form ng a bundled |ink consist in aggregating the identical TE
paraneters of each individual conponent link to produce aggregated TE
paraneters. A TE link as defined by [ GWLS-ROUTI NG has many

par amet ers; adequat e aggregation rules nust be defined for each one.

Sone paraneters can be suns of conponent characteristics such as the
unreserved bandwi dth and the maxi mum reservabl e bandwi dth. Bandwi dth
information is an inportant part of a bundle advertisenent and it
nmust be clearly defined since an abstraction is done.

A GWPLS node with bundled |inks nust apply adm ssion control on a
per - conponent |ink basis.

4.3. Signaling Considerations

Typically, an LSP's explicit route (e.g., contained in an explicit
route nject/TLV) will choose the bundled Iink to be used for the
LSP, but not the conponent link(s). This because information about
the bundled link is flooded but infornation about the conponent |inks
is not.

The choi ce of the component link to use is always made by an upstream
node. |If the LSP is bi-directional, the upstream node chooses a
conponent link in each direction

Three nechanisns for indicating this choice to the downstream node
are possi bl e.

4.3.1. Mechanism1l: Inplicit Indication

Thi s mechani smrequires that each conponent |ink has a dedi cated
signaling channel (e.g., the link is a Sonet/SDH |ink using the DCC
for in-band signaling). The upstreamnode tells the receiver which
conponent link to use by sending the message over the chosen
conponent |ink’s dedicated signaling channel. Note that this
signaling channel can be in-band or out-of-band. |In this |ast case,
the associ ati on between the signaling channel and that conponent |ink
need to be explicitly configured.
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4.3.2. Mechanism 2: Explicit Indication by Nunbered Interface ID

Thi s mechani smrequires that the conponent |ink has a unique renote

| P address. The upstream node indicates the choice of the conponent
link by including a new I F_I D RSVP_HOP object/IF_ID TLV carrying
either an IPv4 or an | Pv6 address in the Path/Label Request nessage
(see [RFC3473]/[ RFC3472], respectively). For a bi-directional LSP, a
conponent link is provided for each direction by the upstream node.

Thi s mechani sm does not require each conmponent link to have its own
control channel. 1In fact, it does not even require the whole
(bundled) Iink to have its own control channel

4.3.3. Mechanism 3: Explicit Indication by Unnunbered Interface ID

Wth this mechanism each conmponent link that is unnunbered is
assigned a unique Interface ldentifier (32 bits value). The upstream
node i ndi cates the choice of the conponent link by including a new

| F I D RSVP_HOP object/IF_ID TLV in the Path/Label Request nessage
(see [RFC3473]/[ RFC3472], respectively).

This object/TLV carries the conponent interface ID in the downstream
direction for a unidirectional LSP, and in addition, the conponent
interface IDin the upstreamdirection for a bi-directional LSP

The two LSRs at each end of the bundled |ink exchange these
identifiers. Exchanging the identifiers may be acconplished by
configuration, by means of a protocol such as LMP (preferred
solution), by neans of RSVP-TE/ CR-LDP (especially in the case where a
conponent link is a Forwardi ng Adjacency), or by neans of |IS-IS or
OSPF ext ensi ons.

Thi s mechani sm does not require each conmponent link to have its own
control channel. 1In fact, it does not even require the whole
(bundled) link to have its own control channel

4.4. Unnunbered Bundl ed Link

A bundled link may itself be nunbered or unnunbered independent of
whet her the conponent |inks are nunbered or not. This affects how
the bundled link is advertised in IS 1S/ OSPF and the format of LSP
ERCs that traverse the bundled link. Furthernore, unnunbered
Interface Identifiers for all unnunbered outgoing |inks of a given
LSR (whet her conponent |inks, Forwardi ng Adj acencies or bundl ed

i nks) nmust be unique in the context of that LSR
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4.5. Formi ng Bundl ed Links

The generic rule for bundling conponent links is to place those |inks

that are correlated in some manner in the same bundle. If links may
be correlated based on nultiple properties then the bundling may be
appl i ed sequentially based on these properties. For instance, |inks

may be first grouped based on the first property. Each of these
groups nay be then divided into snaller groups based on the second
property and so on. The main principle followed in this process is
that the properties of the resulting bundl es should be concisely
summari zabl e. Link bundling may be done automatically or by
configuration. Autonmatic |link bundling can apply bundling rules
sequentially to produce bundl es.

For instance, the first property on which conponent |inks may be
correlated could be the Interface Switching Capability

[ GWPLS- ROUTI NG, the second property could be the Encoding

[ GWPLS- ROUTI NG, the third property could be the Adm nistrative

Wei ght (cost), the fourth property could be the Resource C asses and
finally links may be correl ated based on other metrics such as SRLG
(Shared Ri sk Link G oups).

When routing an alternate path for protection purposes, the genera
principle followed is that the alternate path is not routed over any
link belonging to an SRLG t hat belongs to sone link of the primary
path. Thus, the rule to be followed is to group |inks belonging to
exactly the sanme set of SRLGs.

This type of sequential sub-division may result in a nunber of
bundl es between two adjacent nodes. In practice, however, the link
properties may not be very heterogeneous anbng conponent |inks

bet ween two adj acent nodes. Thus, the nunber of bundles in practice
may not be | arge.

5. Relationship with the UN

The interface between an edge GWLS node and a GVWPLS LSR on the
network side nay be referred to as a User to Network Interface (UN),
while the interface between two-network side LSRs nay be referred to
as a Network to Network Interface (NNI).

GWPLS does not specify separately a UNI and an NNI. Edge nodes are
connected to LSRs on the network side, and these LSRs are in turn
connected between them O course, the behavior of an edge node is
not exactly the sane as the behavior of an LSR on the network side.
Not e al so, that an edge node may run a routing protocol, however it
is expected that in nost of the cases it will not (see also section
5.2 and the section about signaling with an explicit route).
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Conceptual ly, a difference between UNI and NNI neke sense either if
both interface uses conpletely different protocols, or if they use
the sane protocols but with some outstanding differences. |In the
first case, separate protocols are often defined successively, with
nore or |ess success.

The GWPLS approach consisted in building a consistent nodel from day
one, considering both the UNl and NNI interfaces at the same tine

[ GWLS- OVERLAY] . For that purpose, a very few specific UN
particularities have been ignored in a first tinme. GWLS has been
enhanced to support such particularities at the UNI by sone ot her

st andardi zati on bodi es (see hereafter).

5.1. Relationship with the OF UN

This section is only given for reference to the OF work related to
GWLS. The current OF UNI specification [OF-UN] defines an
interface between a client SONET/ SDH equi prent and an SONET/ SDH
networ k, each belonging to a distinct admnistrative authority. It
is designed for an overlay nodel. The OF UNI defines additiona
nmechani sns on the top of GWLS for the UN

For instance, the OF service discovery procedure is a precursor to
obtaining UNI services. Service discovery allows a client to
determ ne the static paraneters of the interconnection with the
network, including the UNI signaling protocol, the type of
concatenation, the transparency |level as well as the type of

di versity (node, link, SRLG supported by the network.

Since the current OF UNI interface does not cover photonic networks,
G 709 Digital Wapper, etc, it is fromthat perspective a subset of
the GWLS Architecture at the UNI .

5.2. Reachability across the UN

Thi s section discusses the selection of an explicit route by an edge
node. The selection of the first LSR by an edge node connected to
multiple LSRs is part of that problem

An edge node (host or LSR) can participate nmore or |ess deeply in the
GWPLS routing. Four different routing nodels can be supported at the
UNI : configuration based, partial peering, silent listening and ful
peering.

- Configuration based: this routing nodel requires the manual or
automatic configuration of an edge node with a |ist of neighbor
LSRs sorted by preference order. Automatic configuration can be
achi eved using DHCP for instance. No routing information is
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6.

exchanged at the UNI, except maybe the ordered list of LSRs. The
only routing informati on used by the edge node is that list. The
edge node sends by default an LSP request to the preferred LSR
|CVWP redirects could be send by this LSRto redirect sone LSP
requests to another LSR connected to the edge node. GVPLS does
not preclude that nodel.

- Partial peering: limted routing information (nainly reachability)
can be exchanged across the UNl using some extensions in the
signaling plane. The reachability information exchanged at the
UNI may be used to initiate edge node specific routing decision
over the network. GWPLS does not have any capability to support
this nodel today.

- Silent listening: the edge node can silently listen to routing
protocol s and take routing decisions based on the information
obt ai ned. An edge node receives the full routing information
including traffic engineering extensions. One LSR should forward
transparently all routing PDUs to the edge node. An edge node can
now conmpute a conplete explicit route taking into consideration
all the end-to-end routing information. GWLS does not precl ude
thi s nodel

- Full peering: in addition to silent listening, the edge node
participates within the routing, establish adjacencies with its
nei ghbors and advertises LSAs. This is useful only if there are
benefits for edge nodes to advertise thenselves traffic
engi neering informati on. GWLS does not preclude this nodel

Li nk Managenent

In the context of GWLS, a pair of nodes (e.g., a photonic switch)
may be connected by tens of fibers, and each fiber may be used to
transmt hundreds of wavelengths if DADMis used. Miltiple fibers
and/or nultiple wavel engths nmay al so be conbined into one or nore
bundl ed Iinks for routing purposes. Furthernore, to enable

conmuni cati on between nodes for routing, signaling, and |ink
managenent, control channels must be established between a node pair

Li nk managenment is a collection of useful procedures between adjacent
nodes that provide |ocal services such as control channel managenent,

link connectivity verification, |link property correlation, and fault
nmanagenent. The Link Managenent Protocol (LMP) [LMP] has been
defined to fulfill these operations. LM has been initiated in the

context of GWPLS but is a generic tool box that can be also used in
ot her contexts.
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In GWLS, the control channels between two adjacent nodes are no

| onger required to use the same physical nediumas the data |inks

bet ween those nodes. Mboreover, the control channels that are used to
exchange the GWLS control -plane i nformation exi st independently of
the links they manage. Hence, LMP was designed to manage the data
links, independently of the term nation capabilities of those data

l'i nks.

Control channel managenent and |ink property correlation procedures
are mandatory per LMP. Link connectivity verification and fault
managemnment procedures are optional

6.1. Control Channel and Control Channel Managenent

LMP control channel managenent is used to establish and maintain
control channel s between nodes. Control channels exist independently
of TE links, and can be used to exchange MPLS control -pl ane

i nformati on such as signaling, routing, and |ink nanagenent

i nformation.

An "LMP adj acency" is formed between two nodes that support the sane
LMP capabilities. Miltiple control channels may be active

si mul taneously for each adjacency. A control channel can be either
explicitly configured or automatically sel ected, however, LM
currently assunme that control channels are explicitly configured
whil e the configuration of the control channel capabilities can be
dynam cal | y negoti at ed.

For the purposes of LMP, the exact inplementation of the contro
channel is left unspecified. The control channel (s) between two

adj acent nodes is no longer required to use the sanme physical nmedi um
as the data-bearing |inks between those nodes. For exanple, a
control channel could use a separate wavel ength or fiber, an Ethernet
link, or an IP tunnel through a separate nanagenent network.

A consequence of allowi ng the control channel (s) between two nodes to
be physically diverse fromthe associ ated data-bearing |inks is that
the health of a control channel does not necessarily correlate to the
health of the data-bearing |links, and vice-versa. Therefore, new
mechani sns have been devel oped in LMP to manage |inks, both in terns
of link provisioning and fault isolation

LMP does not specify the signaling transport nechani smused in the
control channel, however it states that nmessages transported over a
control channel mnust be |IP encoded. Furthernore, since the nmessages
are | P encoded, the link |level encoding is not part of LMP. A 32-bit
non-zero integer Control Channel Identifier (CCld) is assigned to
each direction of a control channel
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Each control channel individually negotiates its control channe
paranmeters and nai ntains connectivity using a fast Hell o protocol

The latter is required if lower-1level nechanisns are not available to
detect link failures.

The Hell o protocol of LMP is intended to be a |Iightweight keep-alive
nmechani smthat will react to control channel failures rapidly so that
| GP Hellos are not lost and the associated |ink-state adjacencies are
not renoved usel essly.

The Hell o protocol consists of two phases: a negotiation phase and a
keep-alive phase. The negotiation phase allows negotiation of sone
basic Hell o protocol paraneters, like the Hello frequency. The
keep-alive phase consists of a fast |ightweight bi-directional Hello
nmessage exchange.

If a group of control channels share a common node pair and support
the same LMP capabilities, then LMP control channel nessages (except
Configuration nessages, and Hello’'s) may be transmtted over any of
the active control channels w thout coordination between the |oca
and renote nodes.

For LMP, it is essential that at |east one control channel is always
avai l able. In case of control channel failure, it nay be possible to
use an alternate active control channel w thout coordination

6.2. Link Property Correlation

As part of LMP, a link property correlation exchange is defined. The
exchange is used to aggregate nultiple data-bearing links (i.e.
conponent links) into a bundled |link and exchange, correlate, or
change TE link paranmeters. The link property correl ation exchange
may be done at any tinme a link is up and not in the Verification
process (see next section).

It allows, for instance, the addition of conponent links to a link
bundl e, change of a link’s m ni mum maxi mum reservabl e bandwi dt h,
change of port identifiers, or change of conponent identifiers in a
bundl e. This mechanismis supported by an exchange of |ink summary
messages.

6.3. Link Connectivity Verification
Li nk connectivity verification is an optional procedure that may be
used to verify the physical connectivity of data-bearing |inks as

well as to exchange the link identifiers that are used in the GWLS
si gnal i ng.
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Thi s procedure should be perfornmed initially when a data-bearing |ink
is first established, and subsequently, on a periodic basis for al
unal l ocated (free) data-bearing Iinks.

The verification procedure consists of sending Test nmessages in-band
over the data-bearing links. This requires that the unallocated

i nks nmust be opaque; however, nultiple degrees of opaqueness (e.qg.
exam ni ng overhead bytes, termnating the payload, etc.), and hence
di fferent nmechanisnms to transport the Test nessages, are specified.
Note that the Test message is the only LMP message that is
transmtted over the data-bearing |link, and that Hell o nessages
continue to be exchanged over the control channel during the |ink
verification process. Data-bearing links are tested in the transm't
direction as they are unidirectional. As such, it is possible for
LMP nei ghboring nodes to exchange the Test nessages simultaneously in
both directions.

To initiate the link verification procedure, a node nmust first notify
the adjacent node that it will begin sending Test nessages over a
particul ar data-bearing |ink, or over the conponent |inks of a
particul ar bundled Iink. The node rmust also indicate the nunber of
dat a-bearing links that are to be verified; the interval at which the
test nessages will be sent; the encoding schenme, the transport
nmechani sns that are supported, the data rate for Test nessages; and,
in the case where the data-bearing |links correspond to fibers, the
wavel engt h over which the Test nmessages will be transmtted.
Furthernore, the local and remote bundled link identifiers are
transmitted at this time to performthe conponent |ink association
with the bundled link identifiers.

6.4. Fault Managenent

Faul t managerment is an inportant requirement fromthe operationa
poi nt of view  Fault managenent includes usually: fault detection
fault localization and fault notification. Wen a failure occurs and
is detected (fault detection), an operator needs to know exactly
where it happened (fault |ocalization) and a source node may need to
be notified in order to take some actions (fault notification).

Note that fault |ocalization can also be used to support sone
specific (local) protection/restorati on nechani sns.

In new technol ogi es such as transparent photonic switching currently
no method is defined to locate a fault, and the nmechani sm by which
the fault information is propagated nmust be sent "out of band" (via
the control plane).
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LMP provides a fault localization procedure that can be used to
rapidly localize link failures, by notifying a fault up to the node
upstream of that fault (i.e., through a fault notification
procedure).

A downstream LMP nei ghbor that detects data link failures will send
an LMP nessage to its upstream nei ghbor notifying it of the failure.
When an upstream node receives a failure notification, it can
correlate the failure with the corresponding input ports to determn ne
if the failure is between the two nodes. Once the failure has been

| ocalized, the signaling protocols can be used to initiate link or
path protection/restorati on procedures.

6.5. LM for DWDM Optical Line Systems (OLSs)

In an all-optical environment, LMP focuses on peer conmunications
(e.g., OXC-to-OXC). A great deal of information about a |ink between
two OXCs is known by the OLS (Optical Line Systemor WDM Term na

nmul tiplexer). Exposing this information to the control plane can

i mprove network usability by further reducing required nanua
configuration, and by greatly enhancing fault detection and recovery.

LMP-WDM [ LMP-WDM defines extensions to LMP for use between an OXC
and an OLS. These extensions are intended to satisfy the Optica
Link Interface Requirenents described in [OLl-REQ .

Fault detection is particularly an issue when the network i s using
all -optical photonic switches (PXC). Once a connection is
establ i shed, PXCs have only Iimted visibility into the health of the
connection. Although the PXCis all-optical, |ong-haul OLSs
typically term nate channels electrically and regenerate them
optically. This provides an opportunity to nonitor the health of a
channel between PXCs. LMP-WDM can then be used by the OLS to provide
this information to the PXC

In addition to the link information known to the OLS that is
exchanged t hrough LMP-WDM sone information known to the OXC may al so
be exchanged with the OLS through LMP-WDM  This information is
useful for alarm managenent and link monitoring (e.g., trace
nmonitoring). Al arm managenent is inportant because the

adm nistrative state of a connection, known to the OXC (e.g., this

i nfornmati on may be | earned through the Adm n Status object of GWLS
signaling [ RFC3471]), can be used to suppress spurious alarns. For
exanpl e, the OXC may know that a connection is "up", "down", in a
"testing" node, or being deleted ("deletion-in-progress"). The OXC
can use this information to inhibit alarmreporting fromthe OLS when
a connection is "down", "testing", or being del eted.
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It is inmportant to note that an OXC may peer with one or nore OLSs
and an OLS nmay peer with one or more OXCs. Although there are nany
simlarities between an OXC- OXC LMP session and an OXC-OLS LMP
session, particularly for control managenent and |ink verification,
there are some differences as well. These differences can primarily
be attributed to the nature of an OXC-OLS |ink, and the purpose of
OXC-OLS LMP sessions. The OXC-OXC |links can be used to provide the
basis for GWLS signaling and routing at the optical |ayer. The

i nformation exchanged over LMP-WDM sessions is used to augnent

know edge about the |inks between OXCs.

In order for the informati on exchanged over the OXC-OLS LMP sessions
to be used by the OXC-OXC session, the information nust be

coordi nated by the OXC. However, the OXC-OXC and OXC-O.LS LMP
sessions are run independently and must be maintai ned separately. One
critical requirement when running an OXC-OLS LMP session is the
ability of the OLS to make a data |ink transparent when not doing the
verification procedure. This is because the sane data |ink may be
verified between OXC-OLS and between OXC-OXC. The verification
procedure of LMP is used to coordinate the Test procedure (and hence
the transparency/ opaqueness of the data links). To maintain

i ndependence between the sessions, it must be possible for the LM
sessions to cone up in any order. In particular, it nust be possible
for an OXC-OXC LMP session to cone up without an OXC-OLS LMP session
bei ng brought up, and vice-versa.

7. Generalized Signaling

The GWPLS signaling extends certain base functions of the RSVP-TE and
CR-LDP signaling and, in sonme cases, adds functionality. These
changes and additions inpact basic LSP properties: how | abels are
requested and communi cated, the unidirectional nature of LSPs, how
errors are propagated, and information provided for synchronizing the
i ngress and egress.

The core GWPLS signaling specification is available in three parts:
1. A signaling functional description [RFC3471].
2. RSVP-TE extensions [ RFC3473].
3. CR-LDP extensions [RFC3472].

In addition, independent parts are avail able per technol ogy:

1. GWLS extensions for SONET and SDH control [RFC3946].
2. QWLS extensions for G 709 control [GWLS-G709].
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The following MPLS profile expressed in terns of MPLS features
[ RFC3031] applies to GWLS:

- Downstream on-demand | abel allocation and distribution
- Ingress initiated ordered control
- Liberal (typical), or conservative (could) |abel retention node.

- Request, traffic/data, or topology driven |abel allocation
strat egy.

- Explicit routing (typical), or hop-by-hop routing.

The GWPLS signaling defines the foll owi ng new buil ding bl ocks on the
top of MPLS-TE:

1. A new generic |abel request format.

2. Labels for TDM LSC and FSC interfaces, generically known as
General i zed Label

3. Waveband switching support.

4. Label suggestion by the upstreamfor optimzation purposes (e.g.
| at ency) .

5. Label restriction by the upstreamto support sone optica
constraints.

6. Bi-directional LSP establishment with contention resolution

7. Rapid failure notification extensions.

8 Protection information currently focusing on |ink protection
plus primary and secondary LSP indication

9. Explicit routing with explicit label control for a fine degree of
control

10. Specific traffic parameters per technol ogy.

11. LSP adm nistrative status handling.

12. Control channel separation.

These building blocks will be described in nore details in the
following. A conplete specification can be found in the
correspondi ng docunents.

Note that GWPLS is highly generic and has many options. Only

buil ding blocks 1, 2 and 10 are mandatory, and only within the
specific format that is needed. Typically, building blocks 6 and 9
shoul d be inplenmented. Building blocks 3, 4, 5, 7, 8, 11 and 12 are
opt i onal
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A typical SONET/ SDH switching network woul d i npl enent buil di ng

bl ocks: 1, 2 (the SONET/SDH | abel), 6, 9, 10 and 11. Buil ding bl ocks
7 and 8 are optional since the protection can be achi eved using
SONET/ SDH over head byt es.

A typical wavel ength sw tching network woul d inpl enent buil ding
bl ocks: 1, 2 (the generic format), 4, 5, 6, 7, 8 9 and 11. Building
block 3 is only needed in the particul ar case of waveband switching.

A typical fiber swtching network woul d inplenent building bl ocks:
1, 2 (the generic format), 6, 7, 8, 9 and 11

A typical MPLS-I1P network would not inplenent any of these building
bl ocks, since the absence of building block 1 would indicate regul ar
MPLS-1P. Note however that building block 1 and 8 can be used to
signal MPLS-1P as well. 1In that case, the MPLS-1P network can
benefit fromthe link protection type (not available in CR-LDP, some
very basic formbeing available in RSVP-TE). Building block 2 is
here a regular MPLS | abel and no new | abel format is required.

GWLS does not specify any profile for RSVP-TE and CR-LDP

i mpl enent ati ons that have to support GWLS - except for what is
directly related to GWLS procedures. It is to the manufacturer to
deci de which are the optional el enents and procedures of RSVP-TE and
CR-LDP that need to be inplenented. Sone optional MPLS-TE el enents
can be useful for TDM LSC and FSC | ayers, for instance the setup and
hol ding priorities that are inherited from MPLS-TE.

7.1. Overview How to Request an LSP

A TDM LSC or FSC LSP is established by sending a PATH Label Request
nmessage downstreamto the destination. This nmessage contains a
General i zed Label Request with the type of LSP (i.e., the layer
concerned), and its payload type. An Explicit Route Cbject (ERO is
also normal |y added to the nmessage, but this can be added and/ or
conpleted by the first/default LSR

The requested bandwi dth is encoded in the RSVP-TE SENDER TSPEC
object, or in the CR-LDP Traffic Parameters TLV. Specific paraneters
for a given technology are given in these traffic parameters, such as
the type of signal, concatenation and/or transparency for a SONET/ SDH
LSP. For sone other technol ogy there be could just one bandw dth
paraneter indicating the bandwi dth as a floating-point val ue.

The requested | ocal protection per |link nmay be requested using the
Protection Informati on Object/ TLV. The end-to-end LSP protection is
for further study and is introduced LSP protection/restoration
section (see after).
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If the LSP is a bi-directional LSP, an Upstream Label is also
specified in the Path/Label Request nmessage. This label will be the
one to use in the upstreamdirection

Addi tionally, a Suggested Label, a Label Set and a Waveband Label can
al so be included in the nessage. Qher operations are defined in
MPLS- TE

The downstream node wi Il send back a Resv/Label Mappi hg nessage

i ncl udi ng one CGeneralized Label object/TLV that can contain severa
CGeneral i zed Labels. For instance, if a concatenated SONET/ SDH si gha
is requested, several |abels can be returned.

In case of SONET/SDH virtual concatenation, a list of |labels is
returned. Each label identifying one element of the virtua
concatenated signal. This limts virtual concatenation to remain
within a single (conponent) I|ink.

In case of any type of SONET/ SDH conti guous concatenation, only one
| abel is returned. That label is the | owest signal of the contiguous
concatenated signal (given an order specified in [ RFC3946]).

In case of SONET/SDH "multiplication", i.e., co-routing of circuits

of the sane type but w thout concatenation but all belonging to the

same LSP, the explicit ordered list of all signals that take part in
the LSP is returned.

7.2. Ceneralized Label Request

The Generalized Label Request is a new object/TLV to be added in an
RSVP- TE Pat h nessage instead of the regular Label Request, or in a
CR-LDP Request nessage in addition to the already existing TLVs. Only
one | abel request can be used per message, so a single LSP can be
requested at a time per signaling nessage.

The Generalized Label Request gives three major characteristics
(parameters) required to support the LSP being requested: the LSP
Encodi ng Type, the Switching Type that nust be used and the LSP
payl oad type called Ceneralized PID (G PID).

The LSP Encodi ng Type indicates the encoding type that will be used
with the data associated with the LSP, i.e., the type of technol ogy
bei ng considered. For instance, it can be SDH, SONET, Ethernet, ANSI

PDH, etc. It represents the nature of the LSP, and not the nature of
the links that the LSP traverses. This is used hop-by-hop by each
node.
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A link may support a set of encoding formats, where support neans
that alink is able to carry and switch a signal of one or nore of
these encoding formats. The Switching Type indicates then the type
of switching that should be performed on a particular link for that
LSP. This information is needed for |links that advertise nmore than
one type of switching capability.

Nodes nust verify that the type indicated in the Switching Type is
supported on the corresponding i ncom ng interface; otherw se, the
node nust generate a notification nessage with a "Routing
probl em Swi t chi ng Type" i ndication

The LSP payload type (G PID) identifies the payload carried by the
LSP, i.e., an identifier of the client layer of that LSP. For sone
technologies, it also indicates the mapping used by the client |ayer,
e.g., byte synchronous mapping of E1. This nust be interpreted
according to the LSP encoding type and is used by the nodes at the
endpoints of the LSP to know to which client layer a request is
destined, and in sonme cases by the penultinmate hop

O her technol ogy specific paraneters are not transported in the
CGeneral i zed Label Request but in technol ogy specific traffic
paraneters as expl ained hereafter. Currently, two set of traffic
paraneters are defined, one for SONET/ SDH and one for G 709.

Note that it is expected than specific traffic paraneters will be
defined in the future for photonic (all optical) swtching.

7.3. SONET/SDH Traffic Paraneters

The GWLS SONET/ SDH traffic paraneters [ RFC3946] specify a powerful
set of capabilities for SONET [ ANSI-T1.105] and SDH [I TUT-G 707] .

The first traffic paraneter specifies the type of the elementary
SONET/ SDH signal that conprises the requested LSP, e.g., VC 11, VT6,
VC-4, STS-3c, etc. Several transforms can then be applied
successively on the elenentary Signal to build the final signal being
actually requested for the LSP

These transforns are the contiguous concatenation, the virtua
concat enation, the transparency and the multiplication. Each one is
optional. They nust be applied strictly in the follow ng order

- First, contiguous concatenation can be optionally applied on the

El ementary Signal, resulting in a contiguously concatenated
si gnal
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- Second, virtual concatenation can be optionally applied either
directly on the elenmentary Signal, or on the contiguously
concat enat ed signal obtained fromthe previous phase.

- Third, sone transparency can be optionally specified when
requesting a frame as signal rather than a container. Severa
transparency packages are defined.

- Fourth, a nultiplication can be optionally applied either directly
on the elenmentary Signal, or on the contiguously concatenated
signal obtained fromthe first phase, or on the virtually
concat enat ed signal obtained fromthe second phase, or on these
signals conbined with sone transparency.

For RSVP-TE, the SONET/SDH traffic paraneters are carried in a new
SENDER TSPEC and FLOASPEC. The sane format is used for both. There
is no Adspec associated with the SENDER TSPEC, it is omtted or a
default value is used. The content of the FLOASPEC object received
in a Resv nessage should be identical to the content of the

SENDER TSPEC of the corresponding Path nmessage. |In other words, the
receiver is normally not allowed to change the values of the traffic
paranmeters. However, some |evel of negotiation may be achi eved as
expl ai ned in [ RFC3946] .

For CR-LDP, the SONET/SDH traffic parameters are sinply carried in a
new TLV.

Note that a general discussion on SONET/SDH and GWPLS can be found in
[ SONET- SDH GVWPLS- FRM .

7.4. G709 Traffic Parameters

Sinply said, an [ITUT-G 709] based network is deconposed in two ngjor
| ayers: an optical layer (i.e., made of wavel engths) and a digita

| ayer. These two |ayers are divided into sub-layers and sw tching
occurs at two specific sub-layers: at the OCh (Optical Channel)
optical layer and at the ODU (Optical channel Data Unit) electrica
layer. The ODUK notation is used to denote ODUs at different
bandwi dt hs.

The GWLS G 709 traffic parameters [ GWLS- Gr09] specify a powerful
set of capabilities for ITUT G 709 networKks.

The first traffic paraneter specifies the type of the elenentary

G 709 signal that conprises the requested LSP, e.g., ODUl, OCh at 40
Gops, etc. Several transforns can then be applied successively on
the elenmentary Signal to build the final signal being actually
requested for the LSP
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These transforns are the virtual concatenation and the
nmul tiplication. Each one of these transforns is optional. They nust
be applied strictly in the follow ng order:

- First, virtual concatenation can be optionally applied directly on
the el enentary Signal,

- Second, a nultiplication can be optionally applied, either
directly on the elenmentary Signal, or on the virtually
concat enat ed signal obtained fromthe first phase.

Additional ODUk Multiplexing traffic paraneters allow indicating an
ODUK mapping (ODUj into ODWK) for an ODUK mul tipl exi ng LSP request.
G 709 supports the following nultiplexing capabilities: ODUj into
ODUk (k >j) and ODUL with ODU2 mul tiplexing into ODU3.

For RSVP-TE, the G 709 traffic paranmeters are carried in a new
SENDER- TSPEC and FLOANSPEC. The sane format is used for both. There
is no Adspec associated with the SENDER TSPEC, it is omtted or a
default value is used. The content of the FLOASPEC object received
in a Resv nessage should be identical to the content of the
SENDER_TSPEC of the correspondi ng Path message.

For CR-LDP, the G 709 traffic paraneters are sinply carried in a new
TLV.

7.5. Bandwi dth Encodi ng

Sone technol ogi es that do not have (yet) specific traffic paraneters
just require a bandw dth encoding transported in a generic form
Bandwi dth is carried in 32-bit nunber in | EEE floating-point format
(the unit is bytes per second). Values are carried in a per protocol
speci fic manner. For non-packet LSPs, it is useful to define

di screte values to identify the bandwi dth of the LSP.

It should be noted that this bandw dth encoding do not apply to
SONET/ SDH and G 709, for which the traffic parameters fully define
the requested SONET/ SDH or G 709 signal.

The bandwidth is coded in the Peak Data Rate field of Int-Serv
objects for RSVP-TE in the SENDER TSPEC and FLOASPEC objects and in
the Peak and Commtted Data Rate fields of the CR-LDP Traffic
Paraneters TLV.
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7.6. Ceneralized Labe

The CGeneralized Label extends the traditional MPLS | abel by allow ng
the representation of not only labels that travel in-band with
associ ated data packets, but also (virtual) labels that identify
time-slots, wavel engths, or space division nultiplexed positions.

For exanple, the Generalized Label nay identify (a) a single fiber in
a bundle, (b) a single waveband within fiber, (c) a single wavel ength
within a waveband (or fiber), or (d) a set of tinme-slots within a
wavel ength (or fiber). 1t may also be a generic MPLS | abel, a Frane
Rel ay | abel, or an ATM | abel (VCI/VPlI). The format of a | abel can be
as sinple as an integer value such as a wavel ength | abel or can be
nore el aborated such as an SONET/ SDH or a G 709 | abel

SDH and SONET define each a nultiplexing structure. These

mul tiplexing structures will be used as namng trees to create unique
| abels. Such a label will identify the exact position (times-lot(s))
of a signal in a nultiplexing structure. Since the SONET

mul tipl exing structure may be seen as a subset of the SDH

mul ti pl exing structure, the sanme format of |abel is used for SDH and
SONET. A simlar concept is applied to build a label at the G 709
ODU | ayer.

Si nce the nodes sending and receiving the Generalized Label know what
kinds of link they are using, the Generalized Label does not identify
its type. Instead, the nodes are expected to know fromthe context
what type of |abel to expect.

A Ceneralized Label only carries a single level of label i.e., it is
non- hierarchical. Wen multiple levels of |abels (LSPs w thin LSPs)
are required, each LSP must be established separately.

7.7. \Waveband Swi tchi ng

A special case of wavel ength switching is waveband switching. A
waveband represents a set of contiguous wavel engths, which can be
swi tched together to a new waveband. For optinization reasons, it
may be desirable for a photonic cross-connect to optically switch
mul tiple wavel engths as a unit. This may reduce the distortion on
the individual wavel engths and may allow tighter separation of the

i ndi vidual wavel engths. A Waveband | abel is defined to support this
speci al case.

Waveband switching naturally introduces another |evel of |abe

hi erarchy and as such the waveband is treated the sane way, all other
upper |l ayer labels are treated. As far as the MPLS protocols are
concerned, there is little difference between a waveband | abel and a
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wavel ength | abel. Exception is that semantically the waveband can be
subdi vi ded i nto wavel engt hs whereas the wavel ength can only be
subdivided into tine or statistically nultiplexed |abels.

In the context of waveband sw tching, the generalized |abel used to
i ndi cate a waveband contains three fields, a waveband ID, a Start
Label and an End Label. The Start and End Label s are channe
identifiers fromthe sender perspective that identify respectively,
the | owest val ue wavel ength and the hi ghest val ue wavel ength maki ng
up the waveband.

7.8. Label Suggestion by the Upstream

GWLS allows for a label to be optionally suggested by an upstream
node. This suggestion nay be overridden by a downstream node but in
some cases, at the cost of higher LSP setup tinme. The suggested

| abel is val uable when establishing LSPs through certain kinds of
optical equi prment where there may be a lengthy (in electrical terns)
delay in configuring the switching fabric. For exanple, mcro
mrrors may have to be el evated or noved, and this physical notion
and subsequent danping takes tinme. |If the |abels and hence switching
fabric are configured in the reverse direction (the norn), the

Resv/ MAPPI NG nessage may need to be del ayed by 10’s of nmilliseconds
per hop in order to establish a usable forwarding path. 1t can be

i mportant for restoration purposes where alternate LSPs may need to
be rapidly established as a result of network failures.

7.9. Label Restriction by the Upstream

An upstream node can optionally restrict (limt) the choice of |abe
of a downstream node to a set of acceptable labels. Gving lists
and/ or ranges of inclusive (acceptable) or exclusive (unacceptable)
labels in a Label Set provides this restriction. |If not applied, al
| abels fromthe valid | abel range may be used. There are at |east
four cases where a | abel restriction is useful in the "optical"”
donai n.

Case 1: the end equipnment is only capable of transmitting and
receiving on a small specific set of wavel engths/wavebands.

Case 2: there is a sequence of interfaces, which cannot support
wavel engt h conversion and require the sane wavel ength be used
end-to-end over a sequence of hops, or even an entire path.

Case 3: it is desirable to linit the anpunt of wavel ength conversion
bei ng performed to reduce the distortion on the optical signals.

Case 4: two ends of a link support different sets of wavel engths.
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The receiver of a Label Set nust restrict its choice of |abels to one
that is in the Label Set. A Label Set may be present across nultiple
hops. In this case, each node generates its own outgoi ng Label Set,
possi bly based on the incom ng Label Set and the node’s hardware
capabilities. This case is expected to be the normfor nodes wth
conversion incapable interfaces.

7.10. Bi-directional LSP

GWLS al | ows establishnent of bi-directional symmetric LSPs (not of
asymmetric LSPs). A symetric bi-directional LSP has the same
traffic engineering requirenments including fate sharing, protection
and restoration, LSRs, and resource requirenents (e.g., latency and
jitter) in each direction.

In the remai nder of this section, the term"initiator" is used to
refer to a node that starts the establishnent of an LSP; the term
"termnator" is used to refer to the node that is the target of the
LSP. For a bi-directional LSPs, there is only one initiator and one
term nator.

Normal ly to establish a bi-directional LSP when using RSVP-TE
[ RFC3209] or CR-LDP [RFC3212] two unidirectional paths nust be
i ndependent |y established. This approach has the follow ng

di sadvant ages:

1. The latency to establish the bi-directional LSP is equal to one
round trip signaling tine plus one initiator-termnator signaling
transit delay. This not only extends the setup | atency for
successful LSP establishment, but it extends the worst-case
| atency for discovering an unsuccessful LSP to as much as two
times the initiator-termnator transit delay. These delays are
particularly significant for LSPs that are established for
restoration purposes.

2. The control overhead is twice that of a unidirectional LSP. This
i s because separate control nessages (e.g., Path and Resv) nust be
generated for both segnents of the bi-directional LSP

3. Because the resources are established in separate segnents, route
selection is complicated. There is also additional potential race
for conditions in assignnent of resources, which decreases the
overall probability of successfully establishing the bi-

di rectional connection
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4. It is nore difficult to provide a clean interface for SONET/ SDH
equi prent that may rely on bi-directional hop-by-hop paths for
protection switching. Note that existing SONET/ SDH equi prment
transmts the control information in-band with the data.

5. Bi-directional optical LSPs (or lightpaths) are seen as a
requi rement for many optical networking service providers.

Wth bi-directional LSPs both the downstream and upstream data pat hs,
i.e., frominitiator to termnator and term nator to initiator, are
establ i shed using a single set of signaling nmessages. This reduces
the setup latency to essentially one initiator-termnator round trip
time plus processing tinme, and limts the control overhead to the
same nunber of nessages as a unidirectional LSP

For bi-directional LSPs, two | abels nust be allocated. Bi-
directional LSP setup is indicated by the presence of an Upstream
Label in the appropriate signaling nessage.

7.11. Bi-directional LSP Contention Resol ution

Contention for |abels may occur between two bi-directional LSP setup
requests traveling in opposite directions. This contention occurs
when both sides allocate the sanme resources (ports) at effectively
the sane tine. GQGWLS signaling defines a procedure to resolve that
contention: the node with the higher node IDw Il win the contention.
To reduce the probability of contention, sone nmechani snms are al so
suggest ed.

7.12. Rapid Notification of Failure

GWPLS defi nes several signaling extensions that enabl e expedited
notification of failures and other events to nodes responsible for
restoring failed LSPs, and error handling.

1. Acceptable Label Set for notification on Label Error:

There are cases in traditional MPLS and in GWLS that result in an
error message containing an "Unacceptabl e | abel val ue" indication
Wen these cases occur, it can useful for the node generating the
error nmessage to indicate which |abels would be acceptable. To
cover this case, GWLS introduces the ability to convey such
information via the "Acceptable Label Set". An Acceptable Labe
Set is carried in appropriate protocol specific error nessages.
The format of an Acceptable Label Set is identical to a Label Set.
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7.

2. Expedited notification

Ext ensi ons to RSVP-TE enabl e expedited notification of failures
and ot her events to determ ned nodes. For CR-LDP, there is not
currently a simlar nechanism The first extension identifies
where event notifications are to be sent. The second provides for
general expedited event notification with a Notify nessage. Such
ext ensi ons can be used by fast restorati on nechani sns.
Notifications may be requested in both the upstream and downstream
di rections.

The Notify nessage is a generalized notification nmechani smthat
differs fromthe currently defined error nessages in that it can
be "targeted" to a node other than the i medi ate upstream or
downstream nei ghbor. The Notify nessage does not replace existing
error messages. The Notify nessage may be sent either (a)

normal |y, where non-target nodes just forward the Notify nessage
to the target node, simlar to ResvConf processing in [ RFC2205];
or (b) encapsulated in a new | P header whose destination is equa
to the target | P address.

3. Faster renoval of internedi ate states:

A specific RSVP optim zation allowing in sonme cases the faster
renmoval of internediate states. This extension is used to dea
with specific RSVP mechani smns.

13. Link Protection

Protection information is carried in the new optional Protection
Information Gbject/TLV. It currently indicates the desired |ink
protection for each link of an LSP. |If a particular protection type,
i.e., 1+1, or 1:N, is requested, then a connection request is
processed only if the desired protection type can be honored. Note
that GVWPLS advertises the protection capabilities of a link in the
routing protocols. Path conputation algorithns may consider this

i nformati on when conputing paths for setting up LSPs.

Protection information also indicates if the LSPis a primary or
secondary LSP. A secondary LSP is a backup to a primary LSP. The
resources of a secondary LSP are normally not used until the primary
LSP fails, but they may be used by other LSPs until the primry LSP
fails over the secondary LSP. At that point, any LSP that is using
the resources for the secondary LSP rmust be preenpted.
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Six link protection types are currently defined as individual flags

and can be conbi ned: enhanced, dedicated 1+1, dedicated 1:1, shared,
unprotected, extra traffic. See [RFC3471] section 7.1 for a precise
definition of each

7.14. Explicit Routing and Explicit Label Contro

By using an explicit route, the path taken by an LSP can be
controlled nore or less precisely. Typically, the node at the head-
end of an LSP finds an explicit route and builds an Explicit Route
nject (ERO/ Explicit Route (ER) TLV that contains that route.

Possi bly, the edge node does not build any explicit route, and just
transmt a signaling request to a default neighbor LSR (as | P/ MPLS
hosts woul d). For instance, an explicit route could be added to a
signal i ng nessage by the first sw tching node, on behalf of the edge
node. Note also that an explicit route is altered by internediate
LSRs during its progression towards the destination

The explicit route is originally defined by MPLS-TE as a list of
abstract nodes (i.e., groups of nodes) along the explicit route.

Each abstract node can be an | Pv4 address prefix, an | Pv6 address
prefix, or an AS number. This capability allows the generator of the
explicit route to have inconplete informati on about the details of
the path. 1In the sinplest case, an abstract node can be a full IP
address (32 bits) that identifies a specific node (called a sinple
abstract node).

MPLS-TE allows strict and | oose abstract nodes. The path between a
strict node and its precedi ng node nust include only network nodes
fromthe strict node and its precedi ng abstract node. The path

bet ween a | oose node and its precedi ng abstract node may incl ude

ot her network nodes that are not part of the |oose node or its
precedi ng abstract node.

This explicit route was extended to include interface nunbers as
abstract nodes to support unnunbered interfaces; and further extended
by GWLS to include | abels as abstract nodes. Having labels in an
explicit route is an inportant feature that allows controlling the

pl acement of an LSP with a very fine granularity. This is nore
likely to be used for TDM LSC and FSC I|i nks.

In particular, the explicit label control in the explicit route
allows term nating an LSP on a particul ar outgoing port of an egress
node. Indeed, a |abel sub-object/TLV nust follow a sub-object/TLV
containing the IP address, or the interface identifier (in case of
unnunmbered interface), associated with the link on which it is to be
used.
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This can al so be used when it is desirable to "splice" two LSPs
together, i.e., where the tail of the first LSP would be "spliced"
into the head of the second LSP

VWhen used together with an optim zation algorithm it can provide
very detailed explicit routes, including the |abel (tineslot) to use
on alink, in order to mnimze the fragnmentation of the SONET/ SDH
mul tiplex on the corresponding interface.

7.15. Route Recording

In order to inprove the reliability and the manageability of the LSP
bei ng established, the concept of the route recording was introduced
in RSVP-TE to function as:

- First, a |oop detection mechanismto discover L3 routing |oops, or
| oops inherent in the explicit route (this mechanismis strictly
exclusive with the use of explicit routing objects).

- Second, a route recording nmechanismcollects up-to-date detail ed
path informati on on a hop-by-hop basis during the LSP setup
process. This mechani sm provi des val uable information to the
source and destination nodes. Any internediate routing change at
setup time, in case of |oose explicit routing, will be reported.

- Third, a recorded route can be used as input for an explicit
route. This is useful if a source node receives the recorded
route froma destination node and applies it as an explicit route
in order to "pin down the path".

Wthin the GWLS architecture, only the second and third functions
are mainly applicable for TDM LSC and FSC | ayers.

7.16. LSP Modification and LSP Re-routing

LSP nodi fication and re-routing are two features already available in
MPLS-TE. QGWPLS does not add anything new. Elegant re-routing is
possible with the concept of "make-before-break” whereby an old path
is still used while a new path is set up by avoi ding doubl e
reservation of resources. Then, the node performng the re-routing
can swap on the new path and close the old path. This feature is
supported with RSVP-TE (using shared explicit filters) and CR-LDP
(using the action indicator flag).

LSP nodi fication consists in changing some LSP paraneters, but
normal Iy without changing the route. It is supported using the same
mechani smas re-routing. However, the semantic of LSP nodification
will differ fromone technology to the other. For instance, further
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studies are required to understand the inpact of dynam cally changing
some SONET/ SDH circuit characteristics such as the bandwi dth, the
protection type, the transparency, the concatenation, etc.

7.17. LSP Administrative Status Handling
GWPLS provides the optional capability to indicate the adm nistrative
status of an LSP by using a new Admi n Status object/TLV.
Admini strative Status information is currently used in two ways.

In the first usage, the Adm n Status object/TLV is carried in a
Pat h/ Label Request or Resv/Label Mapping nessage to indicate the

adnm nistrative state of an LSP. In this usage, Administrative Status
information indicates the state of the LSP, which include "up" or
"down", if it in a "testing" node, and if deletion is in progress.

Based on that admi nistrative status, a node can take |ocal decisions,
like inhibit alarmreporting when an LSP is in "down" or "testing"
states, or report alarns associated with the connection at a priority
equal to or less than "Non service affecting".

It is possible that some nodes along an LSP will not support the
Admn Status Object/TLV. In the case of a non-supporting transit
node, the object will pass through the node unnodified and norma
processi ng can conti nue.

In some circunstances, particularly optical networks, it is useful to
set the administrative status of an LSP to "being del eted" before
tearing it down in order to avoid non-useful generation of alarns.
The ingress LSR precedes an LSP deletion by inserting an appropriate
Admin Status Object/TLV in a Path/Label Request (with the

nodi fication action indicator flag set to nodify) message. Transit
LSRs process the Admin Status Object/TLV and forward it. The egress
LSR answers in a Resv/Label Mpping (with the nodification action
indicator flag set to nodify) nmessage with the Adm n Status object.
Upon receiving this nessage and object, the ingress node sends a

Pat hTear/ Rel ease nmessage downstreamto renove the LSP and nor nal
RSVP- TE/ CR- LDP processi ng takes pl ace.

In the second usage, the Adnmin Status object/TLV is carried in a
Noti fication/Label Mapping (with the nodification action indicator
flag set to nodify) nessage to request that the ingress node change
the adm nistrative state of an LSP. This allows intermediate and
egress nodes triggering the setting of adm nistrative status. In
particular, this allows intermediate or egress LSRs requesting a
rel ease of an LSP initiated by the ingress node.
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7.18. Control Channel Separation

In GWLS, a control channel be separated fromthe data channel

| ndeed, the control channel can be inplenmented conpletely out-of-
band for various reason, e.g., when the data channel cannot carry
i n-band control information. This issue was even originally

i ntroduced to MPLS in the context of |ink bundling.

In traditional MPLS, there is an inplicit one-to-one association of a
control channel to a data channel. Wen such an association is
present, no additional or special information is required to
associate a particular LSP setup transaction with a particular data
channel

QO herwise, it is necessary to convey additional information in
signaling to identify the particular data channel being controlled.
GWPLS supports explicit data channel identification by providing
interface identification information. GWPLS allows the use of a
nunber of interface identification schenes including |Pv4d or |Pv6
addresses, interface indexes (for unnunbered interfaces) and
conponent interfaces (for bundled interfaces), unnunbered bundl ed
interfaces are al so supported.

The choice of the data interface to use is always made by the sender
of the Path/Label Request nessage, and indicated by including the
data channel’s interface identifier in the nessage using a new
RSVP_HOP obj ect sub-type/lnterface TLV.

For bi-directional LSPs, the sender chooses the data interface in
each direction. |In all cases but bundling, the upstreaminterface is
implied by the downstreaminterface. For bundling, the Path/Labe
Request sender explicitly identifies the conmponent interface used in
each direction. The new object/TLV is used in Resv/Label Mpping
nmessage to indicate the downstream node’s usage of the indicated
interface(s).

The new obj ect/TLV can contain a |ist of enbedded TLVs, each enbedded
TLV can be an | Pv4 address, and | Pv6 address, an interface index, a
downstream conmponent interface I D or an upstream conponent interface
ID. In the last three cases, the enbedded TLV contains itself an IP
address plus an Interface ID, the | P address being used to identify
the interface ID (it can be the router ID for instance).

There are cases where it is useful to indicate a specific interface

associated with an error. To support these cases the IF_ID
ERROR_SPEC RSVP bj ects are defined.
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8.

Forwar di ng Adj acenci es (FA)

To inprove scalability of MPLS TE (and thus GWLS) it may be usefu

to aggregate nultiple TE LSPs inside a bigger TE LSP. Internediate
nodes see the external LSP only. They do not have to maintain
forwarding states for each internal LSP, |ess signaling nessages need
to be exchanged and the external LSP can be sonehow protected instead
(or in addition) to the internal LSPs. This can considerably

i ncrease the scalability of the signaling.

The aggregation is acconplished by (a) an LSR creating a TE LSP, (b)
the LSR fornm ng a forwardi ng adj acency out of that LSP (advertising
this LSP as a Traffic Engineering (TE) link into I S-1S/ OSPF), (c)
all owi ng other LSRs to use forwardi ng adj acencies for their path
conput ati on, and (d) nesting of LSPs originated by other LSRs into
that LSP (e.g., by using the | abel stack construct in the case of

| P).

| SI S/ OSPF fl oods the information about "Forwardi ng Adjacenci es" FAs
just as it floods the information about any other |inks. Consequently
to this flooding, an LSR has in its TE link state database the

i nformati on about not just conventional |inks, but FAs as well.

An LSR, when perform ng path conputation, uses not just conventiona
links, but FAs as well. Once a path is conputed, the LSR uses RSVP-
TE/ CR-LDP for establishing | abel binding along the path. FAs need
simpl e extensions to signaling and routing protocols.

1. Routing and Forwardi ng Adjacencies

Forwar di ng adj acenci es nmay be represented as either unnunbered or
nunbered links. A FA can also be a bundle of LSPs between two nodes.

FAs are advertised as GWLS TE |inks such as defined in [H ERARCHY] .
GWLS TE links are advertised in OSPF and |1S-1S such as defined in

[ OSPF-TE-GWPLS] and [I1SIS-TE-GWLS]. These | ast two specifications
enhance [OSPF-TE] and [ISIS-TE] that defines a base TE |ink

Wen a FA is created dynamically, its TE attributes are inherited
fromthe FA-LSP that induced its creation. [H ERARCHY] specifies how
each TE paraneter of the FAis inherited fromthe FA-LSP. Note that
the bandwi dth of the FA nust be at |east as big as the FA-LSP that

i nduced it, but may be bigger if only discrete bandw dths are

avail able for the FA-LSP. In general, for dynamically provisioned
forwar di ng adj acenci es, a policy-based nechani sm may be needed to
associate attributes to forwardi ng adj acenci es.
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A FA advertisenment could contain the infornation about the path taken
by the FA-LSP associated with that FA. Qher LSRs nmay use this
information for path conputation. This information is carried in a
new OSPF and 1S-1S TLV called the Path TLV.

It is possible that the underlying path infornmation m ght change over
time, via configuration updates, or dynam c route nodifications,
resulting in the change of that TLV.

I f forwardi ng adj acencies are bundled (via link bundling), and if the
resulting bundled link carries a Path TLV, the underlying path

foll owed by each of the FA-LSPs that formthe conponent |inks nust be
t he sane.

It is expected that forwarding adjacencies will not be used for
establishing |1S-1S/ OSPF peering relation between the routers at the
ends of the adjacency.

LSP hierarchy could exist both with the peer and with the overl ay
nodels. Wth the peer nodel, the LSP hierarchy is realized via FAs
and an LSP is both created and used as a TE |link by exactly the sane
i nstance of the control plane. Creating LSP hierarchies with

over| ays does not involve the concept of FA. Wth the overlay node
an LSP created (and nai ntai ned) by one instance of the GVPLS contro
plane is used as a TE link by another instance of the GWLS contro
pl ane. Modyreover, the nodes using a TE |ink are expected to have a
routing and signaling adjacency.

8.2. Signaling Aspects

For the purpose of processing the explicit route in a Path/Request
nessage of an LSP that is to be tunnel ed over a forwardi ng adj acency,
an LSR at the head-end of the FA-LSP views the LSR at the tail of
that FA-LSP as adjacent (one |IP hop away).

8.3. Cascading of Forwardi ng Adjacenci es

Wth an integrated nodel, several |ayers are controlled using the
same routing and signaling protocols. A network may then have |inks
with different multiplexing/demultiplexing capabilities. For
exanpl e, a node may be able to nmultiplex/demultiplex individua
packets on a given link, and may be able to nultipl ex/demultiplex
channels within a SONET payl oad on other |inks.

A new OSPF and | S-1S sub-TLV has been defined to advertise the
mul ti pl exi ng capability of each interface: PSC, L2SC, TDM LSC or
FSC. This sub-TLV is called the Interface Switching Capability
Descri ptor sub-TLV, which conplenments the sub-TLVs defined in
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[ OSPF-TE-GWPLS] and [I1SIS-TE-GWLS]. The information carried in this
sub-TLV is used to construct LSP regions, and determi ne region’s
boundari es.

Pat h conputation may take into account regi on boundari es when
conputing a path for an LSP. For exanple, path conputation may
restrict the path taken by an LSP to only the |inks whose

mul ti pl exi ng/ demul ti pl exing capability is PSC. Wen an LSP need to
cross a region boundary, it can trigger the establishment of an FA at
the underlying layer (i.e., the L2SC layer). This can trigger a
cascadi ng of FAs between |ayers with the foll owi ng obvi ous order
L2SC, then TDM then LSC, and then finally FSC.

9. Routing and Signaling Adjacencies

By definition, two nodes have a routing (IS 1S/ OSPF) adjacency if
they are neighbors in the IS 1S/ OSPF sense.

By definition, two nodes have a signaling (RSVP-TE/ CR-LDP) adjacency
if they are neighbors in the RSVP-TE/ CR-LDP sense. Nodes A and B are
RSVP- TE nei ghbors if they directly exchange RSVP-TE nessages
(Path/Resv) (e.g., as described in sections 7.1.1 and 7.1.2 of

[ HERARCHY]). The nei ghbor relationship includes exchangi ng RSVP-TE
Hel | os.

By definition, a Forwarding Adjacency (FA) is a TE Link between two
GWLS nodes whose path transits one or nore other (G MPLS nodes in

the sane instance of the (G MPLS control plane. |If two nodes have
one or nore non-FA TE Links between them these two nodes are
expected (although not required) to have a routing adjacency. |f two

nodes do not have any non-FA TE Li nks between them it is expected
(al though not required) that these two nodes woul d not have a routing
adj acency. To state the obvious, if the TE |inks between two nodes
are to be used for establishing LSPs, the two nodes nust have a
signal i ng adj acency.

If one wants to establish routing and/or signaling adjacency between
two nodes, there nust be an IP path between them This IP path can
be, for exanple, a TE Link with an interface switching capability of
PSC, anything that |ooks likes an IP link (e.g., GRE tunnel, or a
(bi-directional) LSP that with an interface switching capability of
PSC) .

A TE link may not be capabl e of being used directly for maintaining
routing and/or signaling adjacencies. This is because GWLS routing
and signaling adjacenci es requires exchangi ng data on a per framne/
packet basis, and a TE link (e.g., a |link between OXCs) may not be
capabl e of exchanging data on a per packet basis. In this case, the
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routing and signaling adjacencies are maintained via a set of one or
nore control channels (see [LMP]).

Two nodes may have a TE |link between themeven if they do not have a
routi ng adj acency. Naturally, each node nust run OSPF/1S-1S with
GWLS extensions in order for that TE link to be advertised. More
preci sely, the node needs to run GVPLS extensions for TE Links with
an interface switching capability (see [ GVWLS-ROUTI NG ) other than
PSC. Moreover, this node needs to run either GWLS or MLS
extensions for TE links with an interface switching capability of
PSC.

The nechani sns for Control Channel Separation [ RFC3471] should be
used (even if the IP path between two nodes is a TE link). |I.e.
RSVP- TE/ CR- LDP si gnhal i ng shoul d use the Interface ID (IF_ID) object
to specify a particular TE |ink when establishing an LSP.

The I P path could consist of multiple IP hops. 1In this case, the
nmechani sns of sections 7.1.1 and 7.1.2 of [H ERARCHY] shoul d be used
(in addition to Control Channel Separation).

Control Plane Fault Handling

Two major types of faults can inpact a control plane. The first,
referred to as control channel fault, relates to the case where
control comunication is |ost between two nei ghboring nodes. |If the
control channel is enmbedded with the data channel, data channe
recovery procedure should solve the problem [If the control channe
i s independent of the data channel, additional procedures are
required to recover fromthat problem

The second, referred to as nodal faults, relates to the case where
node loses its control state (e.g., after a restart) but does not
| oose its data forwarding state.

In transport networks, such types of control plane faults should not
have service inpact on the existing connections. Under such

ci rcunst ances, a mechani sm nust exist to detect a contro

conmuni cation failure and a recovery procedure nmust guarantee
connection integrity at both ends of the control channel

For a control channel fault, once comrunication is restored routing
protocols are naturally able to recover but the underlying signaling
protocol s nust indicate that the nodes have naintained their state
through the failure. The signaling protocol nust al so ensure that
any state changes that were instantiated during the failure are
synchroni zed between the nodes.
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For a nodal fault, a node’'s control plane restarts and | oses nost of
its state information. |In this case, both upstream and downstream
nodes nust synchronize their state information with the restarted
node. In order for any resynchronization to occur the node
undergoing the restart will need to preserve sone information, such
as it’s mappings of incomng to outgoing |abels.

These issues are addressed in protocol specific fashions, see

[ RFC3473], [RFC3472], [OSPF-TE-GWLS] and [ISIS-TE-GWLS]. Note that
these cases only apply when there are mechani snms to detect data
channel failures independent of control channel failures.

The LDP Fault tolerance (see [RFC3479]) specifies the procedures to
recover froma control channel failure. [RFC3473] specifies howto
recover fromboth a control channel failure and a node failure.

LSP Protection and Restoration

Thi s section discusses Protection and Restoration (P&R) issues for
GWLS LSPs. It is driven by the requirenents outlined in [ RFC3386]
and sonme of the principles outlined in [RFC3469]. It will be
enhanced, as more GWLS P&R nechani sns are defined. The scope of
this section is clarified hereafter:

- This section is only applicable when a fault inpacting LSP(s)
happens in the data/transport plane. Section 10 deals with
control plane fault handling for nodal and control channel faults.

- This section focuses on P&R at the TDM LSC and FSC | ayers. There
are specific P&R requirenents at these | ayers not present at the
PSC | ayer.

- This section focuses on intra-area P&R as opposed to inter-area
P&R and even inter-domain P&  Note that P&R can even be nore
restricted, e.g., to a collection of |ike custoner equipnent, or a
col l ection of equiprment of like capabilities, in one single
routing area.

- This section focuses on intra-layer P& (horizontal hierarchy as
defined in [ RFC3386]) as opposed to the inter-layer P& (vertica
hi erarchy).

- P&R nechani sns are in general designed to handle single failures,
whi ch nmakes SRLG diversity a necessity. Recovery fromnultiple
failures requires further study.

- Both mesh and ring-like topol ogi es are supported.
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Manni e

In the follow ng, we assune that:

1

TDM LSC and FSC devices are nore generally committing recovery
resources in a non-best effort way. Recovery resources are either
al l ocated (thus used) or at least logically reserved (whether used
or not by preenptable extra traffic but unavail abl e anyway for
regul ar working traffic).

Shared P&R mechani snms are valuable to operators in order to
maxi m ze their network utilization.

Sendi ng preenptabl e excess traffic on recovery resources is a
val uabl e feature for operators.

Protection Escal ati on across Donai ns and Layers

To describe the P&R architecture, one nust consider two di nensi ons of
hi erarchy [ RFC3386]:

A horizontal hierarchy consisting of nultiple P& donai ns, which
is important in an LSP based protection schene. The scope of P&R
may extend over a link (or span), an adnministrative domain or
sub-network, an entire LSP

An admi nistrative domain may consist of a single P& donmain or as
a concatenation of several smaller P&R domains. The operator can
configure P& domai ns, based on custoners’ requirements, and on
networ k topol ogy and traffic engineering constraints.

A vertical hierarchy consisting of nmultiple layers of P& with
varying granularities (packet flows, STS trails, |ightpaths,
fibers, etc).

In the absence of adequate P&R coordination, a fault may propagate
fromone level to the next within a P& hierarchy. It can lead to
"col lisions" and simultaneous recovery actions nmay |lead to race
condi tions, reduced resource utilization, or instabilities

[ MANCHESTER]. Thus, a consistent escalation strategy is needed to
coordi nate recovery across domains and | ayers. The fact that
GWLS can be used at different layers could sinplify this

coordi nati on.

There are two types of escal ation strategies: bottomup and top-

down. The bottom up approach assunmes that "lower-1level" recovery
schenes are nore expedient. Therefore we can inhibit or hold off
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hi gher-1evel P&R  The Top-down approach attenpts service P&R at
the higher |evels before invoking "lower level" P&R  Hi gher-I|ayer
P&R is service selective, and permts "per-CoS"' or "per-LSP' re-
routing.

Service Level Agreenments (SLAs) between network operators and their
clients are needed to determ ne the necessary tine scales for P&R at
each | ayer and at each donain

2. Mapping of Services to P&R Resources

The choice of a P&R schene is a tradeoff between network utilization
(cost) and service interruption tinme. 1In light of this tradeoff,
network service providers are expected to support a range of

di fferent service offerings or service |evels.

One can classify LSPs into one of a small set of service |evels.
Among ot her things, these service levels define the reliability
characteristics of the LSP. The service |evel associated with a
given LSP is mapped to one or nore P&R schenes during LSP
establishnent. An advantage that mapping is that an LSP nmay use

di fferent P& schemes in different segnents of a network (e.g., sone
links may be span protected, whilst other segments of the LSP nmay
utilize ring protection). These details are likely to be service
provi der specific.

An alternative to using service levels is for an application to
specify the set of specific P& nechanisns to be used when
establishing the LSP. This allows greater flexibility in using
di fferent mechanisns to neet the application requirenents.

A differentiator between these service levels is service interruption
time in case of network failures, which is defined as the | ength of
time between when a failure occurs and when connectivity is re-
established. The choice of service level (or P& schene) shoul d be
dictated by the service requirements of different applications.

3. Cassification of P& Mechani sm Characteristics
The following figure provides a classification of the possible

provi sioning types of recovery LSPs, and of the |evels of overbooking
that is possible for them
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+- Conput ed on +-Established +- Resources pre-
| demand | on demand | allocated
| | |
Recovery LSP | | |
Provisioning -+-Pre conputed +-Pre established +-Resources all ocated
on dermand

+--- Dedicated (1:1, 1+1)
|
+--- Shared (1: N, R ng, Shared nesh)
|
Level of |
Over booking ---+--- Best effort

4. Different Stages in P&R

Recovery froma network fault or inpairnent takes place in severa
stages as discussed in [RFC3469], including fault detection, fault
| ocalization, notification, recovery (i.e., the P&R itself) and
reversion of traffic (i.e., returning the traffic to the origina
working LSP or to a new one).

- Fault detection is technology and inplenentation dependent. In
general, failures are detected by | ower |ayer nechanisns (e.g.
SONET/ SDH, Loss-of-Light (LOL)). Wen a node detects a failure,
an alarm may be passed up to a GWLS entity, which will take
appropriate actions, or the alarm may be propagated at the | ower
| ayer (e.g., SONET/SDH AlS).

- Fault localization can be done with the help of GWLS, e.g., using
LMP for fault localization (see section 6.4).

- Fault notification can al so be achieved through GWLS, e.g., using
GWLS RSVP-TE/ CR-LDP notification (see section 7.12).

- This section focuses on the different mechani sns avail able for
recovery and reversion of traffic once fault detection
| ocalization and notification have taken pl ace.

5. Recovery Strategies

Net wor k P&R t echni ques can be divided into Protection and
Restoration. |n protection, resources between the protection

endpoi nts are established before failure, and connectivity after
failure is achieved sinmply by switching performed at the protection
end-points. In contrast, restoration uses signaling after failure to
al | ocate resources along the recovery path.
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- Protection ains at extrenely fast reaction tines and may rely on
the use of overhead control fields for achieving end-point
coordi nation. Protection for SONET/ SDH networks is described in
[1 TUT-G 841] and [ANSI-T1.105]. Protection nechani sns can be
further classified by the | evel of redundancy and shari ng.

- Restoration nechanisns rely on signaling protocols to coordinate
swi tching actions during recovery, and may involve sinple re-
provisioning, i.e., signaling only at the tine of recovery; or
pre-signaling, i.e., signaling prior to recovery.

In addition, P&R can be applied on a |ocal or end-to-end basis. In
the | ocal approach, P&R is focused on the local proximty of the
fault in order to reduce delay in restoring service. |In the end-to-
end approach, the LSP originating and terninating nodes contro
recovery.

Using these strategies, the followi ng recovery nechani sns can be
def i ned.

11. 6. Recovery nechani sns: Protection schenes

Note that protection schemes are usually defined in technol ogy
specific ways, but this does not preclude other sol utions.

- 1+1 Link Protection: Two pre-provisioned resources are used in
parallel. For exanple, data is transnmitted simultaneously on two
parallel links and a selector is used at the receiving node to
choose the best source (see also [ GYWPLS- FUNCT]).

- 1:N Link Protection: Wrking and protecting resources (N worKking,

1 backup) are pre-provisioned. |If a working resource fails, the
data is switched to the protecting resource, using a coordi nation
mechani sm (e.g., in overhead bytes). More generally, N working

and M protecting resources can be assigned for MN |ink protection
(see al so [ GVWPLS- FUNCT]) .

- Enhanced Protection: Various mechani sms such as protection rings
can be used to enhance the level of protection beyond single |ink
failures to include the ability to switch around a node failure or
multiple link failures within a span, based on a pre-established
topol ogy of protection resources (note: no reference avail able at
publication tine).

- 1+1 LSP Protection: Sinultaneous data transm ssion on working and

protecting LSPs and tail-end selection can be applied (see al so
[ GWPLS- FUNCT] ) .
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11.7. Recovery nechani sns: Restoration schenes

Thanks to the use of a distributed control plane |ike GWLS,
restoration is possible in multiple of tenths of mlliseconds. It is
much harder to achieve when only an NM5S is used and can only be done
in that case in a nmultiple of seconds.

- End-to-end LSP restoration with re-provisioning: an end-to-end
restoration path is established after failure. The restoration
path may be dynamically calculated after failure, or pre-
cal cul ated before failure (often during LSP establishment).

I mportantly, no signaling is used along the restoration path
before failure, and no restoration bandwidth is reserved.
Consequently, there is no guarantee that a given restoration path
is avail able when a failure occurs. Thus, one nay have to
crankback to search for an avail abl e path.

- End-to-end LSP restoration with pre-signal ed recovery bandwi dth
reservation and no | abel pre-selection: an end-to-end restoration
path is pre-calculated before failure and a signaling nmessage is
sent along this pre-selected path to reserve bandw dth, but |abels
are not selected (see also [ GWLS- FUNCT]) .

The resources reserved on each link of a restoration path may be
shared across different working LSPs that are not expected to fai
si mul taneously. Local node policies can be applied to define the
degree to which capacity is shared across i ndependent fail ures.
Upon failure detection, LSP signhaling is initiated along the
restoration path to select labels, and to initiate the appropriate
Cross-connecti ons.

- End-to-end LSP restoration with pre-signal ed recovery bandwi dth
reservation and | abel pre-selection: An end-to-end restoration
path is pre-cal cul ated before failure and a signaling procedure is
initiated along this pre-selected path on which bandwi dth is
reserved and | abels are selected (see also [ GWLS- FUNCT]).

The resources reserved on each link may be shared across different
wor ki ng LSPs that are not expected to fail simultaneously. In

net wor ks based on TDM LSC and FSC technol ogy, LSP signaling is
used after failure detection to establish cross-connections at the
i nternediate switches on the restoration path using the pre-

sel ected | abel s.

- Local LSP restoration: the above approaches can be applied on a

| ocal basis rather than end-to-end, in order to reduce recovery
time (note: no reference avail able at publication tine).
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11. 8.

Schemn Sel ection Criteria

This section discusses criteria that could be used by the operator in
order to make a choi ce anong the various P&R mechani sms.

Manni e

Robust ness: In general, the | ess pre-planning of the restoration
path, the nore robust the restoration schene is to a variety of
failures, provided that adequate resources are avail abl e.
Restorati on schenmes with pre-planned paths will not be able to
recover fromnetwork failures that simnultaneously affect both the
wor ki ng and restoration paths. Thus, these paths should ideally
be chosen to be as disjoint as possible (i.e., SRLG and node
disjoint), so that any single failure event will not affect both
paths. The risk of sinultaneous failure of the two paths can be
reduced by recal culating the restorati on path whenever a failure
occurs along it.

The pre-selection of a |label gives less flexibility for nultiple
failure scenarios than no | abel pre-selection. |f failures occur
that affect two LSPs that are sharing a | abel at a conmon node
along their restoration routes, then only one of these LSPs can be
recovered, unless the |abel assignnent is changed.

The robustness of a restoration schene is also determ ned by the
amount of reserved restoration bandwi dth - as the anount of
restoration bandw dth sharing increases (reserved bandwi dth
decreases), the restoration scheme beconmes | ess robust to
failures. Restoration schenmes with pre-signal ed bandw dth
reservation (with or without |abel pre-selection) can reserve
adequat e bandwi dth to ensure recovery fromany specific set of
failure events, such as any single SRLG failure, any two SRLG
failures etc. Clearly, nore restoration capacity is allocated if
a greater degree of failure recovery is required. Thus, the
degree to which the network is protected is determ ned by the
policy that defines the amount of reserved restorati on bandw dt h.

Recovery tinme: In general, the nore pre-planning of the
restoration route, the nore rapid the P&R schene. Protection
schenes generally recover faster than restorati on schenes.
Restoration with pre-signal ed bandwi dth reservation are likely to
be (significantly) faster than path restoration with re-
provi si oning, especially because of the elimnation of any
crankback. Local restoration will generally be faster than end-
to-end schenes.
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Recovery tinme objectives for SONET/ SDH protecti on switching (not
including time to detect failure) are specified in [ITUT-G 841] at
50 s, taking into account constraints on distance, nunber of
connections involved, and in the case of ring enhanced protection,
nunber of nodes in the ring.

Recovery tinme objectives for restorati on nechanisns are being
defined through a separate effort [ RFC3386].

- Resource Sharing: 1+1 and 1:N link and LSP protection require
dedi cated recovery paths with limted ability to share resources:
1+1 allows no sharing, 1:N allows sone sharing of protection
resources and support of extra (pre-enptable) traffic.
Flexibility is limted because of topology restrictions, e.g.
fixed ring topology for traditional enhanced protection schenes.

The degree to which restoration schemes all ow sharing anongst

nmul tiple independent failures is directly dictated by the size of
the restoration pool. |In restoration schenes with re-

provi sioning, a pool of restoration capacity can be defined from
which all restoration routes are selected after failure. Thus,
the degree of sharing is defined by the amount of avail able

restoration capacity. In restoration with pre-signal ed bandw dth
reservation, the anpbunt of reserved restoration capacity is
determ ned by the | ocal bandw dth reservation policies. 1In al

restoration schenmes, pre-enptable resources can use spare
restoration capacity when that capacity is not being used for
failure recovery.

Net wor k Managenent

Service Providers (SPs) use network managenent extensively to
configure, nmonitor or provision various devices in their network. It
is inmportant to note that a SP's equi pment may be distributed across
geographical ly separate sites thus making distributed nanagenment even
nore i nmportant. The service provider should utilize an NVMS system
and standard managenment protocols such as SNWP (see [ RFC3410],

[ RFC3411] and [RFC3416]) and the relevant M B nodul es as standard
interfaces to configure, nmonitor and provision devices at various

| ocations. The service provider may al so wish to use the comrand
line interface (CLI) provided by vendors with their devices. However,
this is not a standard or recomrended sol uti on because there is no
standard CLI |anguage or interface, which results in Ndifferent CLIs
in anetwork with devices fromN different vendors. In the context of
GWLS, it is extrenmely inportant for standard interfaces to the SP' s
devices (e.g., SNWP) to exist due to the nature of the technol ogy
itself. Since GWLS conprises many different |ayers of control-plane
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and dat a-pl ane technology, it is inportant for nanagenment interfaces
inthis area to be flexible enough to all ow the nmanager to manage
GWLS easily, and in a standard way.

1. Network Managenent Systens (NVS)

The NMS system should naintain the collective informati on about each
device within the system Note that the NM5 system may actually be
conpri sed of several distributed applications (i.e., alarm
aggregators, configuration consoles, polling applications, etc.)
that collectively conprises the SPs NM5. In this way, it can nake
provi si oni ng and mai nt enance decisions with the full know edge of the
entire SP's network. Configuration or provisioning information
(i.e., requests for new services) could be entered into the NVS and
subsequently distributed via SNMP to the renote devices. Thus,
maki ng the SP's task of managi ng the network much nore conpact and
effortl ess rather than having to nanage each device individually
(i.e., via CLI).

Security and access control can be achi eved using the SNWv3 User -
based Security Mdel (USM [RFC3414] and the Vi ew based Access
Control Model (VACM [RFC3415]. This approach can be very
effectively used within a SP s network, since the SP has access to
and control over all devices within its domain. Standardized M Bs
will need to be devel oped before this approach can be used

ubi quitously to provision, configure and nonitor devices in non-
het er ogeneous networks or across SP's network boundari es.

2. Managenent Information Base (M B)

In the context of GWLS, it is extrenely inportant for standard
interfaces to devices to exist due to the nature of the technol ogy
itself. Since GWLS conprises nany different layers of control-plane
technology, it is inportant for SNMP MB nodules in this area to be
fl exi bl e enough to allow the nanager to manage the entire contro

pl ane. This should be done using M B nodul es that may cooperate
(i.e., coordinated rowcreation on the agent) or through nore
general i zed M B nodul es that aggregate sone of the desired actions to
be taken and push those details down to the devices. It is inportant
to note that in certain circunstances, it may be necessary to
duplicate sone small subset of manageabl e objects in new M B nodul es
for managenment conveni ence. Control of sone parts of GVWPLS may al so
be achi eved using existing MB interfaces (i.e., existing SONET M B)
or using separate ones, which are yet to be defined. M B nodul es may
have been previously defined in the IETF or ITU.  Current M B nodul es
may need to be extended to facilitate some of the new functionality
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desired by GWLS. In these cases, the working group should work on
new versions of these MB nmodul es so that these extensions can be
added.

3. Tools
As in traditional networks, standard tools such as traceroute

[ RFC1393] and ping [ RFC2151] are needed for debuggi ng and performance
nmoni tori ng of GWLS networks, and mainly for the control plane

topol ogy, that will mmc the data plane topol ogy. Furthernore, such
tool s provide network reachability information. The GWPLS contro
protocols will need to expose certain pieces of information in order

for these tools to function properly and to provide information
germane to GWLS. These tools should be nade avail able via the CLI
These tools should al so be nade avail able for renpte invocation via
the SNWP interface [ RFC2925].

4. Fault Correlation between Miltiple Layers

Due to the nature of GWLS, and that potential |ayers may be invol ved
in the control and transm ssion of GVWLS data and contro

information, it is required that a fault in one |ayer be passed to
the adjacent higher and |ower |ayers to notify themof the fault.
However, due to nature of these many layers, it is possible and even
probabl e, that hundreds or even thousands of notifications may need
to transpire between layers. This is undesirable for severa

reasons. First, these notifications will overwhel mthe device.
Second, if the device(s) are programed to enmit SNMP Notifications

[ RFC3417] then the | arge nunmber of notifications the device may
attenpt to emit nmay overwhel mthe network with a storm of
notifications. Furthernore, even if the device enmits the
notifications, the NM5 that nust process these notifications either
will be overwhelned or will be processing redundant information. That
is, if 1000 interfaces at layer B are stacked above a single
interface below it at layer A and the interface at A goes down, the
interfaces at layer B should not emt notifications. Instead, the
interface at layer A should emt a single notification. The NVB
receiving this notification should be able to correlate the fact that
this interface has many others stacked above it and take appropriate
action, if necessary.

Devi ces that support GWPLS shoul d provi de nechani sns for aggregating,
sunmari zi ng, enabling and disabling of inter-layer notifications for
the reasons described above. |In the context of SNMP M B nodul es, al
M B nodul es that are used by GWLS nust provi de enabl e/ di sabl e
objects for all notification objects. Furthernore, these M Bs nust

al so provide notification sunmarization objects or functionality (as
descri bed above) as well. NM systens and standard tools which
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process notifications or keep track of the many |layers on any given
devi ces nust be capabl e of processing the vast anmount of infornmation
which may potentially be emtted by network devices running GWLS at
any point in tine.

Security Considerations

GWPLS defines a control plane architecture for multiple technol ogi es
and types of network elements. |In general, since LSPs established
using GWLS may carry high vol unes of data and consune significant
networ k resources, security nechanisns are required to safeguard the
under | yi ng network agai nst attacks on the control plane and/or

unaut hori zed usage of data transport resources. The GWLS contro

pl ane shoul d therefore include mechani sms that prevent or mnimze
the risk of attackers being able to inject and/or snoop on contro
traffic. These risks depend on the level of trust between nodes that
exchange GVWPLS control nessages, as well as the realization and

physi cal characteristics of the control channel. For exanple, an in-
band, in-fiber control channel over SONET/ SDH overhead bytes is, in
general , considered | ess vul nerable than a control channel realized
over an out-of-band | P network.

Security nechani sns can provide authentication and confidentiality.
Aut hentication can provide origin verification, nessage integrity and
replay protection, while confidentiality ensures that a third party
cannot deci pher the contents of a nessage. |In situations where GWLS
depl oyment requires primarily authentication, the respective

aut henti cati on nechani sns of the GWLS conponent protocols may be
used (see [ RFC2747], [RFC3036], [RFC2385] and [LMP]). Additionally,
the I Psec suite of protocols (see [ RFC2402], [RFC2406] and [ RFC2409])
may be used to provide authentication, confidentiality or both, for a
GWLS control channel. [|Psec thus offers the benefits of conbi ned
protection for all GWLS conponent protocols as well as key
managenent .

Arelated issue is that of the authorization of requests for
resources by GWLS-capabl e nodes. Authorization determ nes whether a
gi ven party, presumabl e already authenticated, has a right to access
the requested resources. This determination is typically a matter of
| ocal policy control [RFC2753], for exanple by setting limts on the
total bandwi dth available to some party in the presence of resource
contention. Such policies may becone quite conplex as the nunber of
users, types of resources and sophistication of authorization rules

i ncreases.

After authenticating requests, control elenents should nmatch them
agai nst the |ocal authorization policy. These control elenments nust
be capabl e of nmki ng deci sions based on the identity of the
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requester, as verified cryptographically and/or topologically. For
exanpl e, decisions may depend on whether the interface through which
the request is nmade is an inter- or intra-domain one. The use of
appropriate |ocal authorization policies may help in limting the

i npact of security breaches in renpte parts of a network.

Finally, it should be noted that GWLS itself introduces no new
security considerations to the current MPLS-TE signaling (RSVP-TE,
CR-LDP), routing protocols (OSPF-TE, |S-1S-TE) or network managemnent
prot ocol s ( SNVP) .
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