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Abstract

Thi s docunent defines the Lightweight Directory Access Protocol
(LDAP) dient Update Protocol (LCUP). The protocol is intended to
all ow an LDAP client to synchronize with the content of a directory

information tree (DIT) stored by an LDAP server and to be notified
about the changes to that content.
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1. Overview

The LCUP protocol is intended to allow LDAP clients to synchronize
with the content stored by LDAP servers.

The probl em areas addressed by the protocol include:

- Mobile clients that maintain a | ocal read-only copy of the
directory data. While off-line, the client uses the |ocal copy of
the data. Wen the client connects to the network, it
synchroni zes with the current directory content and can optionally
receive notification about the changes that occur while it is on-
line. For exanple, a mail client can maintain a | ocal copy of the
cor porate address book that it synchronizes with the master copy
whenever the client is connected to the corporate network.

- Applications intending to synchroni ze heterogeneous data stores.
A nmeta directory application, for instance, would periodically
retrieve a list of nodified entries fromthe directory, construct
the changes and apply themto a foreign data store.
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- Cients that need to take certain actions when a directory entry
is nmodified. For instance, an electronic mail repository may want
to performa "create nail box" task when a new person entry is
added to an LDAP directory and a "del ete nmail box" task when a
person entry is renoved.

The probl em areas not bei ng consi dered:

- Directory server to directory server synchronization. The IETF is
devel oping a LDAP replication protocol, called LDUP [ RFC3384],
which is specifically designed to address this probl em area.

There are currently several protocols in use for LDAP client server
synchroni zation. VWile each protocol addresses the needs of a
particul ar group of clients (e.g., on-line clients or off-line
clients), none satisfies the requirenents of all clients in the
target group. For instance, a nmobile client that was off-line and
wants to becone up to date with the server and stay up to date while
connected can't be easily supported by any of the existing protocols.

LCUP i s designed such that the server does not need to nmaintain state
i nformati on specific to individual clients. The server may need to
mai ntain additional state information about attribute nodifications,
del eted entries, and noved/renaned entries. The clients are
responsi ble for storing the information about how up to date they are
with respect to the server’s content. LCUP design avoids the need
for LCUP-specific update agreements to be nade between client and
server prior to LCUP use. The client decides when and fromwhere to
retrieve the changes. LCUP design requires clients to initiate the
update session and "pull" the changes from server.

LCUP operations are subject to adm nistrative and access control
policies enforced by the server.

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in BCP 14, RFC 2119

[ RFC2119] .

2. Applicability
LCUP will work best if the following conditions are net:
1) The server stores sone degree of historical state or change
information to reduce the anmount of wire traffic required for
i ncrenental synchronizations. The optinal bal ance between server

state and wire traffic varies anongst inplenentations and usage
scenarios, and is therefore left in the hands of inplenenters.
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2) The client cannot be assuned to understand the physica
information nodel (virtual attributes, operational attributes,
subentries, etc.) inplemented by the server. Optimzations would
be possible if such assunmptions could be nade.

3) Meta data changes and renanes and del etions of |arge subtrees are
very infrequent. LCUP nmakes these assunptions in order to reduce
client conplexity required to deal with these special operations,
t hough when they do occur they may result in a |arge nunber of
i ncrenental update messages or a full resync.

3. Specification of Protocol Elenents

The foll owi ng sections define the new el ements required to use this
pr ot ocol

3.1. ASN. 1 Considerations

Protocol elenents are described using ASN.1 [ X.680]. The term "BER-
encoded" neans the elenent is to be encoded using the Basic Encodi ng
Rul es [ X. 690] under the restrictions detailed in Section 5.1 of

[ RFC2251]. Al ASN.1 in this docunent uses inplicit tags.

3.2. Universally Unique Identifiers

Di stingui shed nanes can change, so are therefore unreliable as
identifiers. A Universally Unique Identifier (or UU D for short)
MJST be used to uniquely identify entries used with LCUP. The UUI D
is part of the Sync Update control value (see below) returned with
each search result. The server SHOULD provide the UUD as a single
val ued operational attribute of the entry (e.g., "entryUuD'). W
RECOMMEND t hat the server provides a way to do efficient (i.e.

i ndexed) searches for values of UU D, e.g., by using a search filter
like (entryUUl D=<some UUI D value>) to quickly search for and retrieve
an entry based on its UUD. Servers SHOULD use a UU D format as
specified in [UUD . The UUD used by LCUP is a value of the
following ASN. 1 type

LCUPUUI D :: = CCTET STRI NG
3.3. LCUP Schene and LCUP Cooki e
The LCUP protocol uses a cookie to hold the state of the client’s
data with respect to the server’'s data. Each cookie format is
uniquely identified by its schene. The LCUP Scheme is a value of the
followi ng ASN. 1 type

LCUPSchene ::= LDAPA D
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This is the O D which identifies the format of the LCUP Cookie val ue
The schenme O D, as all object identifiers, MJST be unique for a given
cooki e scheme. The cookie value nay be opaque or it may be exposed
to LCUP clients. For cookie schenes that expose their value, the
preferred form of docunentation is an RFC. It is expected that there
will be one or nore standards track cookie schemes where the val ue
format is exposed and described in detail

The LCUP Cookie is a value of the following ASN. 1 type
LCUPCooki e ::= OCTET STRI NG

This is the actual data describing the state of the client’s data.
Thi s val ue may be opaque, or its value may have sone wel | - known
format, depending on the schene.

Furt her uses of the LCUP Cooki e val ue are descri bed bel ow.
3.4. LCUP Cont ext

A part of the DIT which is enabled for LCUP is referred to as an LCUP
Context. A server mmy support one or nore LCUP Contexts. For
exanple, a server with two nam ng contexts may support LCUP in one
nam ng context but not the other, or support different LCUP cookie
schenes in each naming context. Each LCUP Context MAY use a

di fferent cookie scheme. An LCUP search will not cross an LCUP

Cont ext boundary, but will instead return a SearchResul t Ref erence
nmessage, with the LDAP URL specifying the sane host and port as
currently being searched, and with the baseDN set to the baseDN of
the new LCUP Context. The client is then responsible for issuing
anot her search using the new baseDN, and possibly a different cookie
if that LCUP Context uses a different cookie. The client is
responsi bl e for maintaining a mapping of the LDAP URL to its
correspondi ng cooki e.

3.5. Additional LDAP Result Codes defined by LCUP

| npl enentations of this specification SHALL recogni ze the foll ow ng
additional resultCode values. The LDAP result code nanes and numnbers
defined in the foll owi ng table have been assigned by | ANA per RFC
3383 [ RFC3383].

| cupResour cesExhausted (113) the server is running out of resources

| cupSecurityViol ation (114) the client is suspected of malicious
actions

| cupl nval i dDat a (115) invalid scheme or cookie was supplied
by the client
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| cupUnsupport edSchene (116) The cookie schene is a valid O D but
is not supported by this server

| cupRel oadRequi r ed (117) indicates that client data needs to be
reinitialized. This reasonis
returned if the server does not
contain sufficient information to
synchronize the client or if the
server’'s data was rel oaded since the
| ast synchronization session

The uses of these codes are described bel ow

3.6. Sync Request Control
The Sync Request Control is an LDAP Control [RFC2251, Section 4.1.2]
where the control Type is the object identifier 1.3.6.1.1.7.1 and the

control Val ue, an OCTET STRING contains a BER-encoded
syncRequest Cont r ol Val ue.

syncRequest Cont r ol Val ue :: = SEQUENCE {
updat eType ENUMERATED {
syncOnly (0),

syncAndPersi st (1),
persistOnly (2) 1},
sendCooki el nt er val [0] I NTEGER OPTI ONAL

schene [1] LCUPScherme OPTI ONAL
cooki e [ 2] LCUPCooki e OPTI ONAL
}
sendCooki el nterval - the server SHOULD send the cookie back in the

Sync Update control value (defined below) for every
sendCooki el nt erval nunber of SearchResultEntry and

Sear chResul t Ref erence PDUs returned to the client. For exanple, if
the value is 5, the server SHOULD send the cookie back in the Sync
Update control value for every 5 search results returned to the
client. |If this value is absent, zero or |less than zero, the server
chooses the interval.

The Sync Request Control is only applicable to the searchRequest
message. Use of this control is described bel ow

3.7. Sync Update Control
The Sync Update Control is an LDAP Control [RFC2251, Section 4.1.2]
where the control Type is the object identifier 1.3.6.1.1.7.2 and the

control Val ue, an OCTET STRING contains a BER-encoded
syncUpdat eCont r ol Val ue.
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3.

4.

4.

syncUpdat eCont rol Val ue ::= SEQUENCE {
st at eUpdat e BOOLEAN,
entryUUl D [0] LCUPUUI D OPTI ONAL, -- REQUIRED for entries --

UUI DAttribute [1] AttributeType OPTI ONAL,
entrylLeftSet [2] BOOLEAN,
persi st Phase [3] BOOLEAN,
schene [4] LCUPSchere OPTI ONAL,
cooki e [5] LCUPCooki e OPTI ONAL

}

The field UU DAttribute contains the name or O D of the attribute
that the client should use to perform searches for entries based on
the UWUID. The client should be able to use it in an equality search
filter, e.g., "(<uuid attribute>=<entry UUI D val ue>)" and should be
able to use it in the attribute list of the search request to return
its value. The UUIDAttribute field nay be onmitted if the server does
not support searching on the UU D val ues.

The Sync Update Control is only applicable to SearchResultEntry and
Sear chResul t Ref erence nmessages. Al though entryUU D is OPTIONAL, it
MUST be used with SearchResultEntry nessages. Use of this control is
descri bed bel ow.

8. Sync Done Control
The Sync Done Control is an LDAP Control [RFC2251, Section 4.1.2]

where the control Type is the object identifier 1.3.6.1.1.7.3 and the
control Val ue contai ns a BER-encoded syncDoneVal ue.

syncDoneVal ue :: = SEQUENCE {
schene [0] LCUPScherre OPTI ONAL,
cooki e [1] LCUPCooki e OPTI ONAL
}

The Sync Done Control is only applicable to SearchResul t Done nessage.
Use of this control is described bel ow.

Prot ocol Usage and Fl ow
1. LCUP Search Requests

A client initiates a synchronization or persistent search session
with a server by attaching a Sync Request control to an LDAP
searchRequest nessage. The search specification determ nes the part
of the directory information tree (DIT) the client wi shes to
synchronize with, the set of attributes it is interested in and the
amount of data the client is willing to receive. The Sync Request
control contains the client’s request specification.
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the server MUST i mmediately return a

Sear chResul t Done nessage with the resultCode set to an error code.
This table maps a condition to its correspondi ng behavi or and

resul t Code
Condi ti on
is not

Sync Request Control
support ed

Schene is not supported

A control value field is
invalid (e.g., illega

updat eType, or the schene is
not a valid O D, or the cookie
is invalid)

Server is running out of
resour ces

Server suspects client of
mal i ci ous behavi or (frequent
connect s/ di sconnects, etc.)

The server cannot bring the
client up to date (server data
has been rel oaded, or other
changes prevent
conver gence)
4.1.1. Initia
For an initial
Request control MJST

updat eType -

Synchroni zati on and Ful

synchroni zati on or ful
be specified as foll ows:

Behavi or or resultCode

Server behaves as [ RFC2251, Section
4.1.2] - specifically, if the
criticality of the control is FALSE
the server will process the request
as a nornmal search request

| cupUnsupport edSchene

| cupl nval i dDat a

| cupResour cesExhaust ed

| cupSecurityViol ation

| cupRel oadRequi r ed

Resync

resync, the fields of the Sync

MUST be set to syncOnly or syncAndPersi st

sendCooki el nterval - MAY be set
schene - MAY be set - if set, the server MJST use this
speci fied schene or return | cupUnsupport edSchene
(see above) - if not set, the server MAY use any
schene it supports.
cooki e - MJUST NOT be set
Meggi nson, et al. St andards Track [ Page 9]
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If the request was successful, the client will receive results as
described in the section "LCUP Search Responses" bel ow.

4.1.2. Increnmental or Update Synchronization

For an increnmental or update synchronization, the fields of the Sync
Request control MJST be specified as foll ows:

updat eType - MJST be set to syncOnly or syncAndPersi st
sendCooki el nterval - MAY be set

schene - MJST be set

cooki e - MJST be set

The client SHOULD al ways use the | atest cookie it received fromthe
server.

If the request was successful, the client will receive results as

described in the section "LCUP Search Responses" bel ow.
4.1.3. Persistent Only

For persistent only search request, the fields of the Sync Request
MJST be specified as foll ows:

updat eType - MJST be set to persistOnly

sendCooki el nterval - MAY be set

schene - MAY be set - if set, the server MJST use this
speci fied schene or return
| cupUnsupportedScheme (see above) - if not set,
the server MAY use any schene it supports.

cooki e - MAY be set, but the server MJST ignore it

If the request was successful, the client will receive results as

described in the section "LCUP Search Responses" bel ow.
4.2. LCUP Search Responses

In response to the client’s LCUP request, the server returns zero or
nore SearchResultEntry or SearchResult Reference PDUs that fit the
client’s specification, followed by a SearchResul t Done PDU. The
behavior is as specified in [ RFC2251 Section 4.5]. Each
SearchResul t Entry or SearchResul t Ref erence PDU al so contains a Sync
Update control that describes the LCUP state of the returned entry.
The Sear chResul t Done PDU contains a Sync Done control. The follow ng
sections specify behaviors in addition to [ RFC2251 Section 4.5].
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4.2.1 Sync Update Infornmational Responses

The server may use the Sync Update control to return infornmation not
related to a particular entry. It MAY do this at any time to return
a cookie to the client, or to informthe client that the sync phase
of a syncAndPersist search is conplete and the persist phase has
begun. It MAY do this during the persist phase even though no entry
has changed that woul d have nornally triggered a response. |n order
to do this, it is REQURED to return the foll ow ng:

- A SearchResultEntry PDU with the objectName field set to the DN of
the baseObj ect of the search request and with an enpty attribute
list.

- A Sync Update control value with the fields set to the foll ow ng:

MJST be set to TRUE

SHOULD be set to the UUID of the base(hject of the
search request

MUST be set to FALSE

MUST be FALSE if the search is in the sync phase of a
request, and MJST be TRUE if the search is in the
persi st phase

SHOULD only be set if this is either the first result
returned or if the attribute has changed

st at eUpdat e
entryUul D

entrylLeft Set
per si st Phase

UU DAttri bute

schene - MJST be set if the cookie is set and the cookie
format has changed; otherw se, it MAY be onmtted
cooki e - SHOULD be set

If the server nmerely wants to return a cookie to the client, it
should return as above with the cookie field set.

Duri ng a syncAndPersi st request, the server MJST return (as above)

i Mmedi ately after the last entry of the sync phase has been sent and
before the first entry of the persist phase has been sent. In this
case, the persistPhase field MUST be set to TRUE. This allows the
client to know that the sync phase is conplete and the persist phase
is starting.

4.2.2 Cookie Return Frequency

The cookie field of the Sync Update control value MAY be set in any
returned result, during both the sync phase and the persist phase.
The server should return the cookie to the client often enough for
the client to resync in a reasonable period of time in case the
search is disconnected or otherw se termnated. The
sendCooki el nterval field in the Sync Request control is a suggestion
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to the server of how often to return the cookie in the Sync Update
control. The server SHOULD respect this val ue.

The scherme field of the Sync Update control value MJST be set if the
cookie is set and the cookie format has changed; otherw se, it MAY be
om tted.

Sone clients may have unreliable connections, for exanple, a wireless
device or a WAN connection. These clients nay want to insure that
the cookie is returned often in the Sync Update control val ue, so
that if they have to reconnect, they do not have to process nany
redundant entries. These clients should set the sendCooki el nterva
in the Sync Request control value to a | ow nunber, perhaps even 1
Sonme clients may have a linmited bandw dth connection, and nay not
want to receive the cookie very often, or even at all (however, the
cooki e is always sent back in the Sync Done control val ue upon
successful conpletion). These clients should set the
sendCooki el nterval in the Sync Request control value to a high
nunber .

A reasonabl e behavior of the server is to return the cookie only when
data in the LCUP context has changed, even if the client has
specified a frequent sendCookielnterval. |[If nothing has changed, the
server can probably save sone bandw dth by not returning the cookie.

4.2.3. Definition of an Entry That Has Entered the Result Set

An entry SHALL BE considered to have entered the client’s search
result set if one of the follow ng conditions is net:

- During the sync phase for an increnental sync operation, the entry
is present in the search result set but was not present before;
this can be due to the entry being added via an LDAP Add
operation, or by the entry being noved into the result set by an
LDAP Mbdify DN operation, or by sone nodification to the entry
that causes it to enter the result set (e.g., adding an attribute
val ue that natches the clients search filter), or by sone neta-
dat a change that causes the entry to enter the result set (e.g.
rel axi ng of some access control that permits the entry to be
visible to the client).

- During the persist phase for a persistent search operation, the
entry enters the search result set; this can be due to the entry
bei ng added via an LDAP Add operation, or by the entry being noved
into the result set by an LDAP Mdify DN operation, or by sone
nodification to the entry that causes it to enter the result set
(e.g., adding an attribute value that matches the clients search
filter), or by sonme neta-data change that causes the entry to
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enter the result set (e.g., relaxing of some access control that
permits the entry to be visible to the client).

4.2.4. Definition of an Entry That Has Changed

An entry SHALL BE considered to be changed if one or nore of the
attributes in the attribute list in the search request have been
nodi fi ed. For exanple, if the search request listed the attributes
“cn sn uid", and there is an entry in the client’s search result set
with the "cn" attribute that has been nmodified, the entry is
considered to be nodified. The nodification may be due to an LDAP
Modi fy operation or by some change to the nmeta-data for the entry
(e.g., virtual attributes) that causes sone change to the val ue of
the specified attributes.

The converse of this is that an entry SHALL NOT BE considered to be
changed if none of the attributes in the attribute list of the search
request are nodified attributes of the entry. For exanple, if the
search request listed the attributes "cn sn uid", and there is an
entry in the client’s search result set with the "foo" attribute that
has been nodified, and none of the "cn" or "sn" or "uid" attributes
have been nodified, the entry is NOT considered to be changed.

4.2.5. Definition of an Entry That Has Left the Result Set

An entry SHALL BE considered to have left the client’s search result
set if one of the following conditions is net:

- During the sync phase for an increnmental sync operation, the entry
is not present in the search result set but was present before;
this can be due to the entry being deleted via an LDAP Del ete
operation, or by the entry leaving the result set via an LDAP
Modi fy DN operation, or by some nodification to the entry that
causes it to leave the result set (e.g., changing/renmoving an
attribute value so that it no | onger matches the client’s search
filter), or by sonme neta-data change that causes the entry to
| eave the result set (e.g., adding of sonme access control that
denies the entry to be visible to the client).

- During the persist phase for a persistent search operation, the
entry | eaves the search result set; this can be due to the entry
bei ng del eted via an LDAP Del ete operation, or by the entry
| eaving the result set via an LDAP Modi fy DN operation, or by sone
nodification to the entry that causes it to | eave the result set
(e.g., changing/renoving an attribute value so that it no | onger
mat ches the client’s search filter), or by some meta-data change
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that causes the entry to |l eave the result set (e.g., adding of
some access control that denies the entry to be visible to the
client).

4.2.6. Results For Entries Present in the Result Set

An entry SHOULD be returned as present under the follow ng
condi tions:

- The request is an initial synchronization or full resync request
and the entry is present in the client’s search result set

-  The request is an increnmental synchronization and the entry has
changed or entered the result set since the |last sync

- The search is in the persist phase and the entry enters the result
set or changes

For a SearchResultEntry return, the fields of the Sync Update contro
val ue MUST be set as foll ows:

st at eUpdat e MJST be set to FALSE

ent ryUul D - MJST be set to the UUID of the entry

entrylLeft Set MUST be set to FALSE

per si st Phase MUST be set to FALSE if during the sync phase or TRUE
if during the persist phase

SHOULD only be set if this is either the first result
returned or if the attribute has changed

UU DAt tri bute

schene - as above
cooki e - as above
The searchResult Reference return will ook the same, except that the

entryUUID is not required. If it is specified, it MJST contain the
UUI D of the DSE hol ding the reference know edge.

4.2.7. Results For Entries That Have Left the Result Set

An entry SHOULD be returned as having left the result set under the
foll owi ng conditions:

- The request is an incremental synchronization during the sync
phase and the entry has left the result set

- The search is in the persist phase and the entry has left the
result set
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- The entry has left the result set as a result of an LDAP Delete or
LDAP Modify DN operation against the entry itself (i.e., not as a
result of an operation against its parent or ancestor)

For a SearchResultEntry return where the entry has left the result
set, the fields of the Sync Update control value MJST be set as
fol |l ows:

MUST be set to FALSE

MJST be set to the UUID of the entry that left the
result set

MJST be set to TRUE

MUST be set to FALSE if during the sync phase or TRUE
if during the persist phase

SHOULD only be set if this is either the first result
returned or if the attribute has changed

st at eUpdat e
entryUuUl D

entrylLeft Set
per si st Phase

UU DAt tri bute

schene - as above
cooki e - as above
The searchResultReference return will ook the same, except that the

entryUUIDis not required. If it is specified, it MJST contain the
UUI D of the DSE hol ding the reference know edge.

Sone server inplenentations keep track of deleted entries using a
tombstone - a hidden entry that keeps track of the state, but not al
of the data, of an entry that has been deleted. 1In this case, the
tonmbstone may not contain all of the original attributes of the
entry, and therefore it may be inpossible for the server to determ ne
if an entry should be removed fromthe result set based on the
attributes in the client’s search request. Servers SHOULD keep
enough information about the attributes in the deleted entries to
determne if an entry should be renoved fromthe result set. Since
this may not be possible, the server MAY return an entry as having
left the result set even if it is not or never was in the client’s
result set. Cients MJIST ignore these notifications.

4.3. Responses Requiring Special Consideration

The foll owi ng sections describe special handling that may be required
when returning results.

4.3.1. Returning Results During the Persistent Phase

During the persistent phase, the server SHOULD return the changed
entries to the client as quickly as possible.
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4.3.2. No Mxing of Sync Phase with Persist Phase

During a sync phase, the server MJST NOT return any entries with the
persi st Phase flag set to TRUE, and during the persist phase, al
entries returned MIUST have the persistPhase flag set to TRUE. The
server MJST NOT mix and match sync phase entries with persist phase
entries. |If there are any sync phase entries to return, they MJST be
returned before any persist phase entries are returned.

4.3.3. Returning Updated Results During the Sync Phase

There may be updates to the entries in the result set of a sync phase
search during the actual search operation. |f the DSA is under a
heavy update load, and it attenpts to send all of those updated
entries to the client in addition to the other updates it was already
pl anning to send for the sync phase, the server may never get to the
end of the sync phase. Therefore, it is left up to the discretion of
the server inplenentation to decide when the client is "in sync"

that is, when to end a syncOnly request, or when to send the Sync
Update I nformati onal Response between the sync phase and the persi st
phase of a syncAndPersist request. The server MAY send the sane
entry multiple tinmes during the sync phase if the entry changes
during the sync phase.

A reasonabl e behavior is for the server to generate a cookie based on
the server state at the tine the client initiated the LCUP request,
and only send entries up to that point during the sync phase. Entries
updated after that point will be returned only during the persist
phase of a syncAndPersist request, or only upon an incrementa
synchroni zati on.

4.3.4. (Operational Attributes and Adnministrative Entries

An operational attribute SHOULD be returned if it is specified in the
attributes list and would normally be returned as subject to the
constraints of [RFC2251 Section 4.5]. |If the server does not support
synci ng of operational attributes, the server MJST return a

Sear chResul t Done nessage with a resultCode of unwillingToPerform

LDAP Subentries [RFC3672] SHOULD be returned if they would normally
be returned by the search request. |If the server does not support
synci ng of LDAP Subentries, and the server can determne fromthe
search request that the client has requested LDAP Subentries to be
returned (e.g., search control or search filter), the server MJST
return a SearchResul t Done nessage with a result Code of

unwi | I i ngToPerform O herw se, the server MAY sinply onit returning
LDAP Subentri es.
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4.3.5. Virtual Attributes

An entry may have attributes whose presence in the entry, or presence
of values of the attribute, is generated on the fly, possibly by sone
mechani sm out si de of the entry, elsewhere in the DIT. An exanple of
this is collective attributes [RFC3671]. These attributes shall be
referred to in this docunent as virtual attributes.

LCUP treats these attributes the same way as normal, non-virtua
attributes. A virtual attribute SHOULD be returned if it is
specified in the attributes Iist and would normally be returned as
subject to the constraints of [RFC2251 Section 4.5]. |If the server
does not support syncing of virtual attributes, the server MJST
return a SearchResul t Done nessage with a resultCode of

unwi | I i ngToPerform

One consequence of this is that if you change the definition of a
virtual attribute such that it nmakes the value of that attribute
change in many entries in the client’'s search scope, this nmeans that
a server may have to return nany entries to the client as a result of
that one change. It is not anticipated that this will be a frequent
occurrence, and the server has the option to sinmply force the client
to resync if necessary.

It is also possible that a future LDAP control will allow the client
to request only virtual or only non-virtual attributes.

4.3.6. Mdify DN and Del ete Operations Applied to Subtrees

There is a special case where a Modify DN or a Delete operation is
applied to the base entry of a subtree, and either that base entry or
entries in the subtree are within the scope of an LCUP search
request. In this case, all of the entries in the subtree are
implicitly renaned or renopved.

In either of these cases, the server MUST do one of the follow ng:

- treat all of these entries as having been renaned or renoved and
return each entry to the client as such

- decide that this would be prohibitively expensive, and force the
client to resync

If the search base object has been renaned, and the client has

recei ved a noSuchCbject as the result of a search request, the client
MAY use the entryUU D and UUI DAttribute to |l ocate the new DN that is
the result of the nodify DN operation
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4.3.7. Convergence Guarantees

If at any time during an LCUP search, either during the sync phase or
the persist phase, the server determnes that it cannot guarantee
that it can bring the client’s copy of the data to eventua
convergence, it SHOULD i mediately term nate the LCUP search request
and return a SearchResul t Done nessage with a resultCode of

| cupRel oadRequired. This can al so happen at the beginning of an

i ncrenental synchronization request, if the client presents a cookie
that is out of date or otherw se unable to be processed. The client
shoul d then issue an initial synchronization request.

Thi s can happen, for exanple, if the data on the server is rel oaded,
or if there has been sone change to the neta-data that nmakes it

i mpossible for the server to deternine if a particular entry should
or should not be part of the search result set, or if the nmeta-data
change nakes it too resource intensive for the server to calcul ate
the proper result set.

The server can also return | cupRel cadRequired if it determ nes that
it would be nore efficient for the client to performa reload, for
exanple, if too many entries have changed and a sinple rel oad woul d
be much faster.

4.4. LCUP Search Term nation
4.4.1. Server Initiated Term nati on

VWhen the server has successfully finished processing the client’s
request, it attaches a Sync Done control to the SearchResul t Done
nessage and sends it to the client. However, if the SearchResul t Done
nessage contains a resultCode that is not success or cancel ed, the
Sync Done control MAY be onmitted. Although the LCUP cookie is
OPTIONAL in the Sync Done control value, it MJST be set if the

Sear chResul t Done resul t Code is success or canceled. The server
SHOULD al so set the cookie if the resultCode is

| cupResour cesExhaust ed, tineLimtExceeded, sizeLimtExceeded, or

admi nLi m t Exceeded. This allows the client to nore easily resync
later. |If some error occurred, either an LDAP search error (e.g.

i nsufficientAccessRights) or an LCUP error (e.g.

| cupUnsupportedSchene), the cookie MAY be omtted. |If the cookie is
set, the scheme MJUST be set also if the cookie format has changed,
otherwi se, it MAY be onmitted.

I f server resources becone tight, the server can term nate one or
nore search operations by sending a SearchResul t Done nmessage to the
client(s) with a resultCode of |cupResourcesExhausted. The server
SHOULD attach a Sync Done control with the cookie set. A server side
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policy is used to decide which searches to terminate. This can also
be used as a security mechanismto disconnect clients that are
suspected of malicious actions, but if the server can infer that the
client is malicious, the server SHOULD return | cupSecurityViol ation
i nst ead.

4.4.2. dient Initiated Term nation

If the client needs to term nate the synchronization process and it
wi shes to obtain the cookie that represents the current state of its
data, it issues an LDAP Cancel operation [RFC3909]. The server
responds imredi ately with a LDAP Cancel response [ RFC3909]. The
server MAY send any pendi ng SearchResul tEntry or

Sear chResul t Reference PDUs if the server cannot easily abort or
renove those search results fromits outgoing queue. The server
SHOULD send as few of these renmai ni ng nessages as possible. Finally,
the server sends the nessage SearchResul tDone with the Sync Done

control attached. |[If the search was successful up to that point, the
resul t Code field of the SearchResul t Done nessage MUST be cancel ed
[ RFC3909], and the cookie MJST be set in the Sync Done control. |If

there is an error condition, the server MAY return as described in
section 4.4.1 above, or MAY return as described in [ RFC3909].

If the client is not interested in the state infornmation, it can
si mply abandon the search operation or disconnect fromthe server.

4.5, Size and Tine Limts

The server SHALL support size and time limts as specified in

[ RFC2251, Section 5]. The server SHOULD ensure that if the operation
is termnated due to these conditions, the cookie is sent back to the
client.

4.6. Operations on the Same Connection

It is permssible for the client to issue other LDAP operations on
the connection used by the protocol. Since each LDAP
request/response carries a nessage id there will be no anmbiguity
about whi ch PDU bel ongs to which operation. By sharing the
connection anong nultiple operations, the server will be able to
conserve its resources.

4.7. Interactions with her Controls
LCUP defines neither restrictions nor guarantees about the ability to
use the controls defined in this document in conjunction with other

LDAP controls, except for the follow ng: A server MAY ignore non-
critical controls supplied with the LCUP control. A server MNAY
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4.

5.

5.

5.

2.

i gnore an LCUP defined control if it is non-critical and it is
supplied with other critical controls. |If a server receives a
critical LCUP control with another critical control, and the server
does not support both controls at the same time, the server SHOULD
return unavail abl eCriti cal Ext ensi on

It is up to the server inplenentation to deternmine if the server
supports controls such as the Sort or VLV or similar controls that
change the order of the entries sent to the client. But note that it
may be difficult or inpossible for a server to perform an increnenta
synchroni zation in the presence of such controls, since the cookie
will typically be based off a change nunber, or Change Sequence
Nunber (CSN), or tinmestanp, or sone criteria other than an

al phabeti cal order.

Replication Consi derations

Use of an LCUP cookie with nultiple DSAs in a replicated environnent
is not defined by LCUP. An i npl enentation of LCUP nay support
continuation of an LCUP session wi th another DSA holding a replica of
the LCUP context. Cients MAY submt cookies returned by one DSA to
a different DSA; it is up to the server to determine if a cookie is
one they recognize or not and to return an appropriate result code if
not .

Client Side Considerations
Usi ng Cookies with Different Search Criteria

The cookie received fromthe server after a synchronization session
SHOULD only be used with the same search specification as the search
that generated the cookie. Some servers MAY allow the cookie to be
used with a nore restrictive search specification than the search
that generated the cookie. |If the server does not support the
cookie, it MJST return IcuplnvalidCookie. This is because the client
can end up with an inconplete data store otherwise. A nore
restrictive search specification is one that woul d generate a subset
of the data produced by the original search specification

Renam ng t he Base bj ect

Because an LCUP client specifies the area of the tree with which it

wi shes to synchroni ze through the standard LDAP search specification
the client can be returned noSuchCbject error if the root of the
synchroni zati on area was renaned between the synchronization sessions

or during a synchronization session. |If this condition occurs, the
client can attenpt to locate the root by using the root’s UU D saved
inclient’s local data store. It then can repeat the synchronization
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request using the new search base. In general, a client can detect
that an entry was renamed and apply the changes received to the right
entry by using the UU D rather than DN based addressi ng.

5.3. Use of Persistent Searches Wth Respect to Resources

Each active persistent operation requires that an open TCP connection
be mai ntai ned between an LDAP client and an LDAP server that m ght
not ot herw se be kept open. Therefore, client inplenentors are
encouraged to avoid using persistent operations for non-essentia
tasks and to close idle LDAP connections as soon as practical. The
server may cl ose connections if server resources becone tight.

5.4. Continuation References to Gther LCUP Contexts

The client MAY receive a continuation reference
(SearchResul t Ref erence [ RFC2251 SECTION 4.5.3]) if the search request
spans nmultiple parts of the DIT, sone of which may require a

di fferent LCUP cookie, sone of which may not even be managed by LCUP
The client SHOULD nmintain a cache of the LDAP URLs returned in the
continuation references and the cookies associated with them The
client is responsible for performng another LCUP search to follow
the references, and SHOULD use the cookie corresponding to the LDAP
URL for that reference (if it has a cookie).

5.5. Referral Handling

The client may receive a referral (Referral [RFC2251 SECTION 4.1.11])
when the search base is a subordinate reference, and this will end
the operation.

5.6. Miltiple Copies of Same Entry During Sync Phase

The server MAY send the same entry nultiple times during a sync phase
if the entry changes during the sync phase. The client SHOULD use
the last sent copy of the entry as the current one.

5.7. Handling Server CQut of Resources Condition

If the client receives an | cupResour cesExhausted or

| cupSecurityViolation resultCode, the client SHOULD wait at |east 5
seconds before attenpting another operation. It is RECOMMENDED t hat
the client use an exponential backoff strategy, but different clients
may want to use different backoff strategies.
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6. Server |nplenentation Considerations
6.1. Server Support for UU Ds

Servers MJST support UUIDs. UUIDs are required in the Sync Update
control. Additionally, server inplenenters SHOULD nmake the UUI D

val ues for the entries available as an attribute of the entry, and
provi de indexing or other nechanisns to allowclients to search for
an entry using the UUD attribute in the search filter. The
syncUpdate control provides a field UUIDAttribute to allow the server
to let the client know the nane or OD of the attribute to use to
search for an entry by UU D.

6.2. Exanple of Using an RU as the Cookie Val ue

By design, the protocol supports multiple cookie schemes. This is to
allow different inplementations the flexibility of storing any

i nformation applicable to their environnent. A reasonable

i mpl enentation for an LDUP conpliant server would be to use the
Replica Update Vector (RUW). For each master, RUV contains the

| argest CSN seen fromthis master. In addition, RU inplenmented by
some directory servers (not yet in LDUP) contains replica generation
- an opaque string that identifies the replica s data store. The
replica generation val ue changes whenever the replica's data is

rel oaded. Replica generation is intended to signal the
replication/synchronization peers that the replica' s data was

rel oaded and that all other replicas need to be reinitialized. RW
satisfies the three nmost inportant properties of the cookie: (1) it
uniquely identifies the state of client’s data, (2) it can be used to
synchronize with nultiple servers, and (3) it can be used to detect
that the server’'s data was reloaded. |If RUW is used as the cookie,
entries last nodified by a particular naster nmust be sent to the
client in the order of their last nodified CSN. This ordering
guarantees that the RUV can be updated after each entry is sent.

6. 3. Cooki e Support |ssues
6.3.1. Support for Miltiple Cookie Schenes

A server mmy support one or nore LCUP cookie schenmes. It is expected
that schemes will be published along with their ODs as RFCs. The
server’'s DIT may be partitioned into different sections which may
have different cookies associated with them For exanple, sone
servers may use sone sort of replication nechanismto support LCUP

If so, the DIT may be partitioned into nultiple replicas. A client
may send an LCUP search request that spans multiple replicas. Sone
parts of the DI T spanned by the search request scope may support LCUP
and some may not. The server MJUST send a SearchResul t Ref erence
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[ RFC2251, SECTION 4.5.3] when the LCUP Context for a returned entry
changes. The server SHOULD send all references to other LCUP
Contexts in the search scope first, in order to allowthe clients to
process these searches in parallel. The LDAP URL(S) returned MUST
contain the DN(s) of the base of another section of the DIT (however
the server inplenentation has partitioned the DIT). The client wll
then i ssue another LCUP search using the LDAP URL returned. Each
section of the DIT MAY require a different cookie value, so the
client SHOULD mai ntain a cache, mapping the different LDAP URL val ues

to different cookies. |If the cookie changes, the scheme may change
as well, but the cookie schene MJST be the same within a given LCUP
Cont ext .

6.3.2. Information Contained in the Cookie

The cooki e nust contain enough information to allow the server to
det erm ne whether the cookie can be safely used with the search
specification it is attached to. As discussed earlier in the
docunent, the cookie SHOULD only be used with the search
specification that is equal to the one for which the cookie was
generated, but sone servers MAY support using a cookie with a search
specification that is nore restrictive than the one used to generate
the cookie.

6.4. Persist Phase Response Tine

The specification nakes no guarantees about how soon a server should
send notification of a changed entry to the client during the persist
phase. This is intentional as any specific nmaxi mum del ay woul d be

i npossible to neet in a distributed directory service inplenmentation
Server inplenenters are encouraged to mninize the delay before
sending notifications to ensure that clients’ needs for tineliness of
change notification are met.

6.5. Scaling Considerations

| mpl enenters of servers that support the mechani smdescribed in this
docunent shoul d ensure that their inplenmentation scales well as the
nunber of active persistent operations and the nunber of changes nade
in the directory increases. Server inplenenters are al so encouraged
to support a | arge nunber of client connections if they need to
support |arge nunbers of persistent operations.
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6.6. Alias Dereferencing

LCUP desi gn does not consider issues associated with alias
dereferencing in search. dients MJST specify derefAliases as either
never Der ef Al i ases or derefFi ndi ngBasebj. Servers are to return
protocol Error if the client specifies either dereflnSearching or

der ef Al ways.

7. Synchroni zi ng Het erogeneous Data Stores

Clients, like a meta directory join engine, synchronizing multiple
witable data stores, will only work correctly if each piece of

i nformati on cones froma single authoritative data source. 1In a
replicated environnent, an LCUP Context should enpl oy the sane
conflict resolution scheme across all its replicas. This is because
di fferent systens have different notions of tine and different update
resol ution procedures. As a result, a change applied on one system
can be discarded by the other, thus preventing the data stores from
conver gi ng.

8. | ANA Consi derations
Thi s docunent |ists several values that have been registered by the

| ANA. The followi ng LDAP result codes have been assigned by | ANA as
described in section 3.6 of [RFC3383]:

| cupResour cesExhaust ed 113
| cupSecurityViol ation 114
| cupl nval i dDat a 115
| cupUnsupport edSchene 116
| cupRel oadRequi r ed 117

The three controls defined in this document have been registered as
LDAP Prot ocol Mechani snms as described in section 3.2 of [RFC3383].
One OD, 1.3.6.1.1.7, has been assigned by | ANA as described in
section 3.1 of [RFC3383]. The O Ds for the controls defined in this
docunent are derived as follows fromthe one assigned by | ANA:

LCUP Sync Request Contr ol 1.3.6.1.1.7.1
LCUP Sync Update Contr ol 1.3.6.1.1.7.2
LCUP Sync Done Contr ol 1.3.6.1.1.7.3

9. Security Considerations

In sonme situations, it may be inportant to prevent general exposure
of information about changes that occur in an LDAP server. Therefore,
servers that inplenment the nechani smdescribed in this docunent
SHOULD provide a neans to enforce access control on the entries
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10.

10.

returned and MAY al so provide specific access control nechanisns to
control the use of the controls and extended operations defined in
thi s docunent.

As with normal LDAP search requests, a malicious client can initiate
a large nunber of persistent search requests in an attenpt to consune
all avail able server resources and deny service to legitimte
clients. The protocol provides the neans to stop nalicious clients
by di sconnecting themfromthe server. The servers that inplenent
the mechani sm SHOULD provi de the nmeans to detect the malicious
clients. In addition, the servers SHOULD provide the nmeans to limt
the nunber of resources that can be consunmed by a single client.
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Appendi x - Features Left Qut of LCUP

Tr

There are several features present in other protocols or considered
useful by clients that are currently not included in the protoco
primarily because they are difficult to inplement on the server.
These features are briefly discussed in this section

ggered Search Change Type

This feature is present in the Triggered Search specification. A
flag is attached to each entry returned to the client indicating the
reason why this entry is returned. The possible reasons fromthe
document are:

- notChange: the entry existed in the directory and matched t he
search at the time the operation is being perforned,

- enteredSet: the entry entered the result,
- leftSet: the entry left the result,

- nodified: the entry was part of the result set, was nodified or
renanmed, and still is in the result set.

The leftSet feature is particularly useful because it indicates to
the client that an entry is no longer within the client’s search
specification and the client can renpve the associated data fromits
data store. lronically, this feature is the hardest to inplenment on
the server because the server does not keep track of the client’s
state and has no easy way of telling which entries noved out of scope
bet ween synchroni zati on sessions with the client. A conprom se could
be reached by only providing this feature for the operations that
occur while the client is connected to the server. This is easier to
acconpl i sh because the deci sion about the change type can be made
based only on the change wi thout need for any historical informtion
This, however, would add conplexity to the protocol

Persi stent Search Change Type

This feature is present in the Persistent Search specification.
Persi stent search has the notion of changeTypes. The client
specifies which type of updates will cause entries to be returned,
and optionally whether the server tags each returned entry with the
type of change that caused that entry to be returned.

For LCUP, the intention is full synchronization, not partial. Each
entry returned by an LCUP search will have some change associ at ed
with it that may concern the client. The client may have to have a
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| ocal index of entries by DN or UU D to deternmne if the entry has
been added or just nodified. It is easy for clients to deternine if
the entry has been del eted because the entrylLeft Set val ue of the Sync
Update control will be TRUE

Sendi ng Changes

Sonme earlier synchronization protocols sent the client(s) only the
nodi fied attributes of the entry rather than the entire entry. Wile
this approach can significantly reduce the amount of data returned to
the client, it has several disadvantages. First, unless a separate
nmechani sm (1 i ke the change type described above) is used to notify
the client about entries noving into the search scope, sending only
the changes can result in the client having an inconplete version of
the data. Let’'s consider an exanple. An attribute of an entry is
nodified. As a result of the change, the entry enters the scope of
the client’s search. |If only the changes are sent, the client would
never see the initial data of the entry. Second, this feature is
hard to inpl enent since the server might not contain sufficient

i nformation to construct the changes based solely on the server’s
state and the client’s cookie. On the other hand, this feature can
be easily inmplenented by the client assuming that the client has the
previous version of the data and can performval ue by val ue

conpari sons.

Data Size Linmts

Sone earlier synchronization protocols allowed clients to control the
amount of data sent to themin the search response. This feature was
intended to allowclients with |imted resources to process
synchroni zati on data in batches. However, an LDAP search operation
al ready provides the neans for the client to specify the size linit
by setting the sizeLinmt field in the SearchRequest to the maxi mum
nunber of entries the client is willing to receive. Wile the
granularity is not the sane, the assunption is that regul ar LDAP
clients that can deal with the Iimtations of the LDAP protocol will

i mpl enent LCUP

Data Ordering

Sone earlier synchronization protocols allowed a client to specify
that parent entries should be sent before the children for add
operations and children entries sent before their parents during

del ete operations. This ordering helps clients to naintain a

hi erarchical view of the data in their data store. Wile possibly
useful, this feature is relatively hard to inplenment and i s expensive
to perform
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