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Abst ract

Thi s docunent identifies a set of requirements for the mechani sms
used to dynamically reall ocate the resources of a switching el enent
(e.g., an ATMswitch) to its partitions. These requirenments are
particularly critical in the case of an operator creating a switch
partition and then | easing control of that partition to a third

party.
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1

Definitions
In this docunment, the followi ng definitions will be used.

Switching El ement - A device that switches packets (e.g., an ATM
switch or MPLS LSR) and whose resources can be divided into
partitions, each of which can be independently controlled by a
different controller.

Partition - A partition is a set of switching el enent (SE)
resources. Partitions are also referred to as virtual SEs.

Active Partition - An active partitionis a partition in which the
resources are in use; either under the direct control of a
separate controller or under internal policy-based control

Controller - The entity responsible for controlling the operations
of an active partition.

Static Partitioning - In static partitioning, no changes can be nade
to any active partition’s resources without requiring a restart of
that partition. Instances of repartitioning in which connections
to controllers are disconnected before resources can be
reall ocated therefore fall into this category.

Dynami c Partitioning - In dynamc partitioning, an active

partition’s resources can be reapportioned without requiring a
restart of the partition.

Frozen Partition - A frozen partition is an active partition that is
in the process of being shutdown. A frozen partition s unused
resources are relinquished, but all current connections are
allowed to remain until renmoved by the controller. As connections
cl ose, the resources are returned to the SE

Deterministic Partitioning - In determnistic partitioning, each
active partition is given an allotted quantity of each resource.
The usage of resources in one active partition does not influence
the resources avail able to another active partition. Al
di scussions in these requirenents presuppose the use of
determ nistic partitioning.

Statistical Partitioning - In statistical partitioning, some or al
resources are pool ed anong the active partitions, and allocations
may be based on percentages or on sone other nmetric. Discussion
of statistical partitions is outside the scope of these
requi renents.
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Proactive Notification - A proactive notification is a nessage sent
froma SEto its controller at the tine an event occurs.
Specifically, if a SE asynchronously sends the controller a
nmessage when it is dynamcally partitioned, we say that the SE has
proactively notified its controller of the resource
reapportionment.

Explicit Reactive Notification - In explicit reactive notification
the SE does not asynchronously send a message when dynanic
partitioning occurs. Instead, the SE includes an explicit,

resources-reassigned error code in the response to a subsequent
request by the controller for an unavail abl e resource.

Inplicit Reactive Notification - This is similar to an Explicit
Reactive Notification except that the protocol does not contain
any explicit resources-reassigned error codes. |In this case, al
that the SE can do is to indicate that some general, unknown error
or generic resource error (i.e., sone resource error problem has
occurred but the exact cause is not specified) has occurred when
the controller attenpts to use unavail abl e resources. 1In such
cases, the controller may attenpt to determni ne whether a resource
shortfall caused the error by using whatever nessages are
avai |l abl e through the control protocol to query avail able
resour ces.

2. Introduction

Thi s docunent identifies the logical entities involved in the
partitioning of switching el enents. Furthernore, this docunent
provides a set of requirenents for the behavior of these |ogica
entities as well as the protocols used by these logical entities to
comuni cate with one another. A primary goal of the requirements
specified herein is to allow the resources allocated to a partition
to be increased or decreased while the partition is currently active
(i.e., it has an active connection with a controller). This docunent
is primarily intended to facilitate the partitioning of GSMP

swi tches. However, while we believe that the logical entities and
requi renents specified here are necessary for the partitioning of
non- GSMP swi tches and (|l ongest prefix match) forwarders (e.qg.
routers), we do not believe that these requirenments are necessarily
sufficient for the partitioning of those devices.

Three logical entities are involved in the partitioning and contro

of a SE. First, a switching element (for the purposes of this
docunent) is a device that "sw tches" packets, whose resources can be
partiti oned and whose partitions can each be controlled by a single
controller. This partitioning also inplies the ability to enforce
this division of resources between conpeting partitions. Second, the
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partition nanager (PM is a managenent entity that specifies the
nunber of virtual SEs into which the SE should be partitioned and the
resources to be allocated to each virtual SE. Lastly, a controller
directs the use of the resources of one or nore partitions to provide
a set of services.

In the rest of this docunent, we will deal exclusively with |ogica
entities although it is worth noting here that there are many
possi bl e mappi ngs of logical entities to physical entities. For
exanpl e, there may be multiple logical controllers running on a

si ngl e physical processor (and for convenience we may refer to this
processor as a physical controller). Conversely, a single |ogica
controll er could consist of processes running on nultiple physica
processors collaborating to provide proper control. Likew se, there
may be nultiple partition nanagers running on a single nmanagenent

wor kstation. A switching el enent may consi st of one or nmore whol e or
fractional physical elenments. For exanple, a SE may be a single
whol e physical switch (e.g., blade in a chassis), nultiple whole
physical switches (e.g., two blades in a chassis nmade to appear as a
single logical entity), a single fraction of a physical swtch (which
woul d enabl e nested partitions), or multiple fractions of either the
same or different physical switches (e.g., ports 1-3 on blade 1 and
ports 2-4 on blade 2). Finally, any conbination of these |ogica
entities could theoretically be co-located on the same physica

resour ces.

However, for nmany reasons, the physical realmoften reflects this

| ogi cal division of functionality. To facilitate this division
several protocols, such as MEGACO [ RFC3015] and GSMP [ RFC3292], exi st
that allow control functionality to be physically separated from
switching functionality. Recently, some regul atory environnments have
mandat ed mul ti-provi der access to a single physical infrastructure.
To satisfy these regul ations, a conmon use of partitioning will be
for the owner of the SE to partition the SE into several virtual SEs
and then to | ease these to third parties. In this case, the PMw ||
likely be physically separate fromall of the controllers. For

locality (and therefore ease) of managenent, SEs will be renotely
configurable and thus the PMw Il be physically separated fromthe
SE. The following illustration depicts this arrangenent. The dashed

lines indicate interactions between the entities and are | abeled with
the cardinality of the relationship between the entities.
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Interaction Ais one in which the PMpartitions the SE and al |l ocates
resources to the partitions it creates. There is a one-to-many

rel ati onship between PMs and SEs. |In order to support dynamc
partitioning, this docunent will place certain requirements on
proposed (or new) solutions in this space.

Interaction B is one in which the controller configures and manages
an active partition. Current protocols inplenmenting this interaction
i ncl ude GSWP [ RFC3292] and MEGACO [ RFC3015]. These protocols allow a
many-t o- many rel ati onship between controller and partition

Interaction Cis one by which a PMand a controller could comunicate
to alter the nature of an active partition. There is a nmany-to-nany
rel ati onship between PMs and controllers. For exanple, there are
multiple PVMs per controller in the case where a controller is
managi ng two partitions fromdifferent SEs and there are multiple
controllers per PMin the case where a SE has two partitions each
managed by a different controller. Possible types of interactions
bet ween PM and controller include:

- Acontroller could request that the resources of one of its active
partitions be altered; either increased or decreased.

- The PMcould respond to a controller request for altered resource
| evel s.

- The PMcoul d request that a controller rel ease resources currently

allocated to one of its active partitions. This could involve the
foll owi ng types of request:

Ander son, et al. I nf or mati onal [ Page 5]



RFC 3532 Dynamic Partitioning of Switching El enents May 2003

- Arequest to relinquish allocated, but currently unused
resources. That is to put a freeze on additional use of the
speci fied resources.

- Arequest to relinquish used resources.

- Arequest to relinquish an active partition. That is a request
that a controller release control of an active partition

- The controller’s response to a PM request.

As far as the authors know, no proposed standard solutions currently
exist for interactions of type C

Dynam ¢ Partitioning

Static repartitioning of a SE can be a costly and inefficient
process. First, before static repartitioning can take place, al

exi sting connections with controllers for the affected partitions
nmust be severed. (This severing nust always occur even if the
resources to be reapportioned are not currently in use.) Wen this
happens, the SE will typically release all the state configured by
the controller. Then, the virtual SE nmust be placed in the "down"
state while the repartitioning takes place. Once the repartitioning
is conpleted, the partitions are placed in the "up" state and the
controllers are allowed to reconnect to the partitions. Then, the
controllers can reestablish state in those partitions. Thus, static
repartitioning results in a period of downtine and a period in which
the controllers are reestablishing state for affected partitions.
Partitions of a SE that are not affected by a static resource
real | ocati on need not be transitioned to the down state nor would
controllers have to reestablish state with unaffected partitions.

Therefore, dynamic partitioning is to be preferred to static
partitioning since it avoids the downtine and | oss of state
associated with static partitioning. However, a different set of
potential problens exists for dynanic partitioning. Sone questions
to be answered include the foll ow ng:

- Howis the controller notified of an increase or decrease in
resources?

- What shoul d happen when the PMwould |like to decrease the
resources allocated to a partition but those resources are in use?
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4. Requirenents

Thi s docunent does not attenpt to answer the precedi ng questions but
i nstead defines a set of requirements that any solution to these
probl ems MJUST satisfy.

1. There MUST be a nechanism by which a PMcan create virtual SEs on
the SE and allocate SE resources to those virtual SEs.

2. SEs MUST ensure that controllers do not use nore resources than
those currently allocated to each virtual SE. Therefore, each
control protocol MUST provide either an explicit reactive
notification or an inplicit reactive notification to indicate
resource exhausti on.

3. Furthernore, there MJST be a nechani sm by which a PM can
partition all resources discoverable through GSMP (e.g., |abe
tables). Partitioning of resources used by GSMP indirectly (e.g.
CPU), resources used by non- GSMP switches, or resources (e.g.
forwarding table entries) used by forwardi ng-based network
el enents MAY be supported.

4. |If a PMinstructs a SE to rel ease resources allocated to an
active partition and if any of those resources are currently in
use, the SE MJUST deny the PMs request. (Requirenent #8
addresses the potential starvation issues raised by this
requirenent.)

5. Subsequent to a resource reallocation failure, the PM SHOULD make
use of one or both of the capabilities described in requirenents
6 and 7.

6. A PM SHOULD be able to tell a SE to make an active partition into
a frozen partition.

7. A PM SHOULD be able to contact the controller to ask it to reduce
its resource utilization.

8. The PM MJST be able to exercise "power on/off" type control of
the virtual SEs that it has created. Wen the virtual power to
an active partition is turned off, the partition becones inactive
and any controllers associated with that partition are
di sconnected. This capability allows a PMto resort to static
partitioning when a controller is uncooperative about releasing
resources. This requirenment allows pernanent starvation as a
result of requirement #4 to be avoi ded.
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10.

11.

12.

13.

14.

15.

16.

During dynamc repartitioning, a SE MUST maintain all existing
state associated with the partitions being nodified.

Control protocols SHOULD NOT include any nechani sm by which a SE
can ask its controller to reduce its resource usage.

Control protocols MAY contain proactive resource notification
nessages by which a SE could instantaneously informthe
controller of an increase or decrease in resources. (W do not
specifically require control protocols to contain proactive
notifications because all control protocols nust already have
explicit or inplicit reactive notifications as nentioned in
requi rement #2).

A PM MAY directly informa controller of a change in virtual SE
resources rather than rely on the inplicit resource exhaustion
mechani sm of the control protocol

SEs MAY informthe PM of resource exhaustion on a particular
partition.

A controller MAY ask the PMfor further resources or a reduction
in existing resources.

To support the automation of interaction between the PM and
attached controllers, the PM MJST be able to deternmine fromthe
SE the addresses of the controllers that are currently attached
to a virtual SE. Additionally, the SE MAY allow the PMto

det erm ne which control protocol (and version thereof) is
currently managi ng each active partition

A SE MAY support the ability to have one virtual SE provide a
service to another virtual SE within the sanme physical SE. For
exanple, a SE may be configured to provide a virtual |ink between
two virtual SEs. Furthernore:

a. There MUST be a mechani sm by which the SE can informthe PM
whi ch of these partition-to-partition services are provided by
the SE.

b. There MJUST be a mechani sm by which the PM can configure the
avai l abl e partition-to-partition services.

c. If the configuration of a partition-to-partition service
results in a virtual port being added/renoved froma virtua
SE, the SE MUST notify all controllers attached to that virtua
SE (assumi ng that the correspondi ng control protocol supports
such notifications).
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17. There MUST be a nechanism by which a PMcan query a SE to
determine the resources of that SE, the partitions currently
configured on that SE and the resources allocated to each
partition.

5. Security Considerations

Only aut horized PMs MUST be allowed to dynamically repartition a SE
Therefore, SEs MJST use a secure process by which an authorized
entity may instruct the SE as to which PMshould control it. This
instruction MAY specify the PMexplicitly or MAY specify the use of a
(di scovery) protocol to dynamically |locate the PM Simlarly, only
the PM (or an authorized agent of the PM that is authorized to
partition a SE MUST be allowed to contact controllers to request that
they decrease their resources or informthemthat their resources
have been increased. Likewi se, the PM MJUST verify and authenticate
that any requests for additional/fewer resources for a virtual SE
have cone froma controller authorized to control the specified
virtual SE

6. Intellectual Property Considerations

The | ETF takes no position regarding the validity or scope of any
intellectual property or other rights that mght be clainmed to
pertain to the inplenentation or use of the technol ogy described in
thi s docunent or the extent to which any |icense under such rights

m ght or might not be available; neither does it represent that it
has made any effort to identify any such rights. Information on the
| ETF' s procedures with respect to rights in standards-track and

st andards-rel at ed docunentati on can be found in RFC 2026. Copies of
clains of rights nade avail able for publication and any assurances of
licenses to be nade avail able, or the result of an attenpt nade to
obtain a general license or pernission for the use of such
proprietary rights by inplementors or users of this specification can
be obtained fromthe | ETF Secretari at.

The IETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary

ri ghts which may cover technol ogy that nmay be required to practice
this standard. Please address the information to the | ETF Executive
Director.
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11. Full Copyright Statenent
Copyright (C The Internet Society (2003). Al Rights Reserved.

Thi s docunent and translations of it may be copied and furnished to
ot hers, and derivative works that conment on or otherwi se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |anguages ot her than
Engl i sh.

The Iimted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORVATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE
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