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1 Introduction

The Session Initiation Protocol (SIP) (RFC 3261 [1]) is a client-
server protocol used for the initiation and nmanagenent of
conmuni cati ons sessions between users. SIP end systens are called
user agents, and internedi ate el ements are known as proxy servers. A
typical SIP configuration, referred to as the SIP "trapezoid", is
shown in Figure 1. 1In this diagram a caller in domain A (UAl)

wi shes to call Joe in donmain B (joe@). To do so, it comrunicates
with proxy 1 in its domain (domain A). Proxy 1 forwards the request
to the proxy for the domain of the called party (domain B), which is
proxy 2. Proxy 2 forwards the call to the called party, UA 2.

As part of this call flow, proxy 1 needs to determine a SIP server
for domain B. To do this, proxy 1 nmakes use of DNS procedures, using
both SRV [2] and NAPTR [3] records. This docunment describes the
specific problens that SIP uses DNS to hel p solve, and provides a

sol uti on.

2 Problens DNS is Needed to Sol ve

DNS is needed to help solve two aspects of the general call flow
described in the Introduction. The first is for proxy 1 to discover
the SIP server in domain B, in order to forward the call for joe@.
The second is for proxy 2 to identify a backup for proxy 1 in the
event it fails after forwarding the request.

For the first aspect, proxy 1 specifically needs to determne the IP
address, port, and transport protocol for the server in domain B

The choi ce of transport protocol is particularly noteworthy. Unlike
many ot her protocols, SIP can run over a variety of transport
protocol s, including TCP, UDP, and SCTP. SIP can also use TLS.
Currently, use of TLS is defined for TCP only. Thus, clients need to
be able to automatically determ ne which transport protocols are
avai |l abl e. The proxy sending the request has a particul ar set of
transport protocols it supports and a preference for using those
transport protocols. Proxy 2 has its own set of transport protocols
it supports, and relative preferences for those transport protocols.
Al'l proxies nust inplement both UDP and TCP, along with TLS over TCP
so that there is always an intersection of capabilities. Sonme form
of DNS procedures are needed for proxy 1 to discover the available
transport protocols for SIP services at donain B, and the relative
preferences of those transport protocols. Proxy 1 intersects its
list of supported transport protocols with those of proxy 2 and then
chooses the protocol preferred by proxy 2.
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Figure 1. The SIP trapezoid

It is inmportant to note that DNS | ookups can be used nultiple tines
t hroughout the processing of a call. 1In general, an element that

wi shes to send a request (called a client) may need to perform DNS
processing to deternmne the | P address, port, and transport protoco
of a next hop elenent, called a server (it can be a proxy or a user
agent). Such processing could, in principle, occur at every hop
bet ween el enents.

Since SIP is used for the establishment of interactive conmunications
services, the tine it takes to conplete a transaction between a
caller and called party is inportant. Typically, the tine fromwhen
the caller initiates a call until the time the called party is

al erted should be no nore than a few seconds. G ven that there can
be multiple hops, each of which is doing DNS | ookups in addition to
other potentially tine-intensive operations, the anmount of tine
avai |l abl e for DNS | ookups at each hop is limted.

Scal ability and high availability are inportant in SIP. SIP services
scal e up through clustering techniques. Typically, in a realistic
version of the network in Figure 1, proxy 2 would be a cluster of
honbgeneously configured proxies. DNS needs to provide the ability
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for domain B to configure a set of servers, along with prioritization
and weights, in order to provide a crude |evel of capacity-based | oad
bal anci ng.

SI P assures high availability by having upstream el enents detect
failures. For exanple, assume that proxy 2 is inplenented as a
cluster of two proxies, proxy 2.1 and proxy 2.2. |f proxy 1 sends a
request to proxy 2.1 and the request fails, it retries the request by
sending it to proxy 2.2. In nmany cases, proxy 1 will not know which
domains it will ultimately comunicate with. That informtion would
be known when a user actually makes a call to another user in that
domain. Proxy 1 may never conmunicate with that domain again after
the call conpletes. Proxy 1 nmay communi cate with thousands of

di fferent domains within a few m nutes, and proxy 2 could receive
requests from thousands of different domains within a few m nutes.
Because of this "many-to-many" rel ationship, and the possibly |ong

i nterval s between comuni cati ons between a pair of dommins, it is not
general |y possible for an elenent to maintain dynamc availability
state for the proxies it will communicate with. Wen a proxy gets
its first call with a particular domain, it will try the servers in
that domain in sone order until it finds one that is available. The
identity of the available server would ideally be cached for sone
amount of tine in order to reduce call setup delays of subsequent
calls. The client cannot query a failed server continuously to
determ ne when it becones avail abl e again, since this does not scale.
Furthernore, the availability state nust eventually be flushed in
order to redistribute load to recovered el enents when they cone back
onl i ne.

It is possible for elements to fail in the mddle of a transaction
For exanple, after proxy 2 forwards the request to UA 2, proxy 1
fails. UA 2 sends its response to proxy 2, which tries to forward it
to proxy 1, which is no | onger avail able. The second aspect of the
flowin the introduction for which DNS is needed, is for proxy 2 to
identify a backup for proxy 1 that it can send the response to. This
problemis nore realistic in SIPthan it is in other transactiona
protocols. The reason is that sone SIP responses can take a | ong
time to be generated, because a hunman user frequently needs to be
consulted in order to generate that response. As such, it is not
uncomon for tens of seconds to el apse between a call request and its
accept ance.
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3 Term nol ogy

In this docunment, the key words "MJST", "MJST NOT", "REQU RED',
"SHALL", "SHALL NOT*, "SHOULD', "SHOULD NOT", "RECOWMMENDED', "NAY",
and "OPTI ONAL" are to be interpreted as described in RFC 2119 [4] and
i ndicate requirement levels for conpliant SIP inplenmentations.

4 Client Usage

Usage of DNS differs for clients and for servers. This section

di scusses client usage. W assunme that the client is statefu
(either a User Agent Cient (UAC) or a stateful proxy). Stateless
proxi es are discussed in Section 4.4.

The procedures here are invoked when a client needs to send a request
to a resource identified by a SIP or SIPS (secure SIP) URI. This UR
can identify the desired resource to which the request is targeted
(in which case, the URI is found in the Request-URI), or it can
identify an internmediate hop towards that resource (in which case,
the URI is found in the Route header). The procedures defined here
in no way affect this URI (i.e., the URI is not rewmitten with the
result of the DNS | ookup), they only result in an |IP address, port
and transport protocol where the request can be sent. RFC 3261 [1]
provi des gui delines on determ ning which URI needs to be resolved in
DNS to determine the host that the request needs to be sent to. |In
sonme cases, also docunmented in [1], the request can be sent to a
specific internediate proxy not identified by a SIP URI, but rather
by a hostname or numeric IP address. |In that case, a tenmporary UR
used for purposes of this specification, is constructed. That URl is
of the form sip:<proxy>, where <proxy> is the FQDN or nuneric IP
address of the next-hop proxy. As a result, in all cases, the
probl em boils down to resolution of a SIP or SIPS URI in DNS to
determ ne the | P address, port, and transport of the host to which
the request is to be sent.

The procedures here MJST be done exactly once per transaction, where
transaction is as defined in [1l]. That is, once a SIP server has
successfully been contacted (success is defined below), al

retransm ssions of the SIP request and the ACK for non-2xx SIP
responses to I NVITE MIST be sent to the sane host. Furthernore, a
CANCEL for a particular SIP request MIST be sent to the sanme SIP
server that the SIP request was delivered to.

Because the ACK request for 2xx responses to INVITE constitutes a
different transaction, there is no requirenent that it be delivered
to the same server that received the original request (indeed, if
that server did not record-route, it will not get the ACK).
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We define TARGET as the val ue of the naddr paraneter of the URI, if
present, otherw se, the host value of the hostport conponent of the
URI. It identifies the donmain to be contacted. A description of the
SIP and SIPS URIs and a definition of these paraneters can be found
in[1].

We determ ne the transport protocol, port and |IP address of a
sui tabl e instance of TARGET in Sections 4.1 and 4. 2.

4.1 Sel ecting a Transport Protoco
First, the client selects a transport protocol

If the URI specifies a transport protocol in the transport paraneter,
that transport protocol SHOULD be used.

O herwise, if no transport protocol is specified, but the TARGET is a
nurmeric | P address, the client SHOULD use UDP for a SIP URI, and TCP
for a SIPS URI. Simlarly, if no transport protocol is specified,
and the TARCGET is not nuneric, but an explicit port is provided, the
client SHOULD use UDP for a SIP URI, and TCP for a SIPS URI. This is
because UDP is the only mandatory transport in RFC 2543 [6], and thus

the only one guaranteed to be interoperable for a SIP URI. It was
al so specified as the default transport in RFC 2543 when no transport
was present in the SIP URI. However, another transport, such as TCP

MAY be used if the guidelines of SIP mandate it for this particular
request. That is the case, for exanple, for requests that exceed the
pat h Mru

QO herwise, if no transport protocol or port is specified, and the
target is not a nuneric |IP address, the client SHOULD perform a NAPTR
query for the domain in the URI. The services relevant for the task
of transport protocol selection are those with NAPTR service fields

wi th val ues "SI P+D2X" and "SI PS+D2X", where X is a letter that
corresponds to a transport protocol supported by the domain. This
specification defines D2U for UDP, D2T for TCP, and D2S for SCTP. W
al so establish an I ANA registry for NAPTR service name to transport
prot ocol mappi ngs.

These NAPTR records provide a mapping froma domain to the SRV record
for contacting a server with the specific transport protocol in the
NAPTR services field. The resource record will contain an enpty
regul ar expression and a replacenent value, which is the SRV record
for that particular transport protocol. |f the server supports
multiple transport protocols, there will be nultiple NAPTR records,
each with a different service value. As per RFC 2915 [3], the client
di scards any records whose services fields are not applicable. For
the purposes of this specification, several rules are defined.
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First, a client resolving a SIPS URI MJST di scard any services that
do not contain "SIPS' as the protocol in the service field. The
converse is not true, however. A client resolving a SIP URI SHOULD
retain records with "SIPS" as the protocol, if the client supports
TLS. Second, a client MJST discard any service fields that identify
a resolution service whose value is not "D2X", for values of X that

i ndi cate transport protocols supported by the client. The NAPTR

processing as described in RFC 2915 will result in the discovery of
the nost preferred transport protocol of the server that is supported
by the client, as well as an SRV record for the server. It will also

allow the client to discover if TLS is available and its preference
for its usage.

As an exanple, consider a client that wishes to resolve
si p: user @xanple.com The client perforns a NAPTR query for that
domai n, and the follow ng NAPTR records are returned:

; order pref flags service regexp replacenent
I N NAPTR 50 50 "s" "SI PS+tD2T" "' _sips._tcp.exanple.com
I N NAPTR 90 50 "s" "SIP+D2T" "'  _sip._tcp.exanple.com
N NAPTR 100 50 "s" "SlIP+D2U" """  _sip._udp. exanpl e. com

This indicates that the server supports TLS over TCP, TCP, and UDP
in that order of preference. Since the client supports TCP and UDP
TCP will be used, targeted to a host determ ned by an SRV | ookup of
_sip._tcp.exanple.com That | ookup would return

s Priority Weight Port Tar get
IN SRV O 1 5060 server 1. exanpl e. com
IN SRV 0 2 5060 server 2. exanpl e. com

If a SIP proxy, redirect server, or registrar is to be contacted

t hrough the | ookup of NAPTR records, there MJST be at |east three
records - one with a "SI P+D2T" service field, one with a "SI P+D2U"
service field, and one with a "SI PS+D2T" service field. The records
with SIPS as the protocol in the service field SHOULD be preferred
(i.e., have a |l ower value of the order field) above records with SIP
as the protocol in the service field. A record with a "SIPS+D2U"
service field SHOULD NOT be placed into the DNS, since it is not
possi ble to use TLS over UDP

It is not necessary for the domain suffixes in the NAPTR repl acenent
field to match the domain of the original query (i.e., exanple.com
above). However, for backwards conpatibility with RFC 2543, a domain
MUST mai ntain SRV records for the domain of the original query, even
if the NAPTR record is in a different domain. As an exanple, even
though the SRV record for TCP is _sip._tcp.school.edu, there MJIST

al so be an SRV record at _sip._tcp.exanple.com

Rosenberg & Schul zri nne St andards Track [ Page 7]



RFC 3263 SIP: Locating SIP Servers June 2002

RFC 2543 will look up the SRV records for the domain directly. |If
these do not exi st because the NAPTR repl acenent points to a
di fferent domain, the client will fail.

For NAPTR records with SIPS protocol fields, (if the server is using
a site certificate), the domain nane in the query and the donmmi n nane
in the replacenent field MJUST both be valid based on the site
certificate handed out by the server in the TLS exchange. Simlarly,
the domain nane in the SRV query and the domain nane in the target in
the SRV record MJUST both be valid based on the sanme site certificate.
O herwi se, an attacker could nodify the DNS records to contain

repl acenent values in a different domain, and the client could not
validate that this was the desired behavior or the result of an
attack.

If no NAPTR records are found, the client constructs SRV queries for
those transport protocols it supports, and does a query for each
Queries are done using the service identifier " _sip" for SIP URI's and
" sips" for SIPS URIs. A particular transport is supported if the
query is successful. The client MAY use any transport protocol it
desires which is supported by the server.

This is a change from RFC 2543. It specified that a client would
| ookup SRV records for all transports it supported, and nerge the
priority values across those records. Then, it would choose the
nost preferred record

If no SRV records are found, the client SHOULD use TCP for a SIPS
URI, and UDP for a SIP URI. However, another transport protocol

such as TCP, MAY be used if the guidelines of SIP mandate it for this
particul ar request. That is the case, for exanmple, for requests that
exceed the path Mru

4.2 Determning Port and | P Address

Once the transport protocol has been determined, the next step is to
determ ne the | P address and port.

If TARGET is a nuneric |IP address, the client uses that address. |If
the URI also contains a port, it uses that port. If no port is
specified, it uses the default port for the particular transport

pr ot ocol

If the TARGET was not a numeric |P address, but a port is present in
the URI, the client performs an A or AAAA record | ookup of the donmain
nane. The result will be a list of IP addresses, each of which can

be contacted at the specific port fromthe UR and transport protoco
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determ ned previously. The client SHOULD try the first record. |If
an attenpt should fail, based on the definition of failure in Section
4.3, the next SHOULD be tried, and if that should fail, the next
SHOULD be tried, and so on

This is a change from RFC 2543. Previously, if the port was
explicit, but with a value of 5060, SRV records were used. Now, A
or AAAA records will be used.

If the TARGET was not a nuneric |P address, and no port was present
inthe URI, the client performs an SRV query on the record returned
fromthe NAPTR processing of Section 4.1, if such processing was
performed. |If it was not, because a transport was specified
explicitly, the client performs an SRV query for that specific
transport, using the service identifier "_sips" for SIPS URIs. For a

SIP URI, if the client wishes to use TLS, it al so uses the service
identifier "_sips" for that specific transport, otherw se, it uses
" sip". |If the NAPTR processi ng was not done because no NAPTR

records were found, but an SRV query for a supported transport
protocol was successful, those SRV records are selected. Irregardless
of how the SRV records were deternined, the procedures of RFC 2782,
as described in the section titled "Usage rul es" are foll owed,
augnmented by the additional procedures of Section 4.3 of this
docunent .

If no SRV records were found, the client perforns an A or AAAA record
| ookup of the dommin nane. The result will be a list of IP
addresses, each of which can be contacted using the transport

protocol determ ned previously, at the default port for that
transport. Processing then proceeds as described above for an
explicit port once the A or AAAA records have been | ooked up

4.3 Details of RFC 2782 Process

RFC 2782 spells out the details of how a set of SRV records are
sorted and then tried. However, it only states that the client
should "try to connect to the (protocol, address, service)" without
giving any details on what happens in the event of failure. Those
details are described here for SIP.

For SIP requests, failure occurs if the transaction |ayer reports a
503 error response or a transport failure of some sort (generally,
due to fatal ICVWP errors in UDP or connection failures in TCP).
Failure also occurs if the transaction layer tinmes out wthout ever
havi ng recei ved any response, provisional or final (i.e., tiner B or
timer Fin RFC 3261 [1] fires). |If a failure occurs, the client
SHOULD create a new request, which is identical to the previous, but

Rosenberg & Schul zri nne St andards Track [ Page 9]



RFC 3263 SIP: Locating SIP Servers June 2002

has a different value of the Via branch ID than the previous (and
therefore constitutes a new SIP transaction). That request is sent
to the next elenment in the list as specified by RFC 2782.

4.4 Consideration for Statel ess Proxies

The process of the previous sections is highly stateful. Wen a
server is contacted successfully, all retransm ssions of the request
for the transaction, as well as ACK for a non-2xx final response, and
CANCEL requests for that transaction, MJST go to the same server.

The identity of the successfully contacted server is a form of
transaction state. This presents a challenge for statel ess proxies,
which still need to neet the requirenment for sending all requests in
the transaction to the same server.

The problemis simlar, but different, to the problem of HITP
transactions within a cookie session getting routed to different
servers based on DNS random zation. There, such distribution is not
a problem Farns of servers generally have conmon back-end data
stores, where the session data is stored. Wenever a server in the
farmreceives an HITP request, it takes the session identifier, if
present, and extracts the needed state to process the request. A
request without a session identifier creates a new one. The problem
with stateless proxies is at a lower layer; it is retransmtted
requests within a transaction that are being potentially spread
across servers. Since none of these retransmi ssions carries a
"session identifier" (a conmplete dialog identifier in SIP terms), a
new di al og woul d be created identically at each server. This could,
for exanple result in nmultiple phone calls to be made to the sane
phone. Therefore, it is critical to prevent such a thing from
happening in the first place.

The requirenent is not difficult to meet in the sinple case where
there were no failures when attenpting to contact a server. \Wenever
the statel ess proxy receives the request, it perforns the appropriate
DNS queries as descri bed above. However, the procedures of RFC 2782
are not guaranteed to be determnistic. This is because records that
contain the sane priority have no specified order. The stateless
proxy MJST define a deterministic order to the records in that case,
using any algorithmat its disposal. One suggestion is to

al phabetize them or, nore generally, sort themby ASCII-conpatible
encodi ng. To nmake processing easier for stateless proxies, it is
RECOMMVENDED t hat domai n adni ni strators nake the wei ghts of SRV
records with equal priority different (for exanple, using weights of
1000 and 1001 if two servers are equivalent, rather than assigning
both a weight of 1000), and simlarly for NAPTR records. If the
first server is contacted successfully, the proxy can remain
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statel ess. However, if the first server is not contacted
successfully, and a subsequent server is, the proxy cannot renain
stateless for this transaction. |If it were stateless, a

retransm ssion could very well go to a different server if the failed
one recovers between retransm ssions. As such, whenever a proxy does
not successfully contact the first server, it SHOULD act as a

stat eful proxy.

Unfortunately, it is still possible for a stateless proxy to deliver
retransm ssions to different servers, even if it follows the
recommendati ons above. This can happen if the DNS TTLs expire in the
m ddl e of a transaction, and the entries had changed. This is

unavoi dable. Network inplenentors should be aware of this
[imtation, and not use statel ess proxies that access DNS if this
error is deemed critical

5 Server Usage

RFC 3261 [1] defines procedures for sending responses froma server
back to the client. Typically, for unicast UDP requests, the
response is sent back to the source | P address where the request cane
from using the port contained in the Via header. For reliable
transport protocols, the response is sent over the connection the
request arrived on. However, it is inportant to provide failover
support when the client elenent fails between sending the request and
receiving the response.

A server, according to RFC 3261 [1], will send a response on the
connection it arrived on (in the case of reliable transport
protocols), and for unreliable transport protocols, to the source
address of the request, and the port in the Via header field. The
procedures here are invoked when a server attenpts to send to that

| ocation and that response fails (the specific conditions are
detailed in RFC 3261). "Fails" is defined as any closure of the
transport connection the request came in on before the response can
be sent, or communication of a fatal error fromthe transport |ayer.

In these cases, the server exam nes the value of the sent-by
construction in the topnost Via header. |If it contains a numeric IP
address, the server attenpts to send the response to that address,
using the transport protocol fromthe Via header, and the port from
sent-by, if present, else the default for that transport protocol
The transport protocol in the Via header can indicate "TLS", which
refers to TLS over TCP. When this value is present, the server MJST
use TLS over TCP to send the response.
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I f, however, the sent-by field contained a donain nane and a port
nunber, the server queries for A or AAAA records with that name. It
tries to send the response to each element on the resulting list of

| P addresses, using the port fromthe Via, and the transport protoco
fromthe Via (again, a value of TLS refers to TLS over TCP). As in
the client processing, the next entry in the list is tried if the one
before it results in a failure.

If, however, the sent-by field contained a donmain name and no port,
the server queries for SRV records at that domain nane using the
service identifier " _sips" if the Via transport is "TLS", "_sip"

ot herwi se, and the transport fromthe topnost Via header ("TLS"
inplies that the transport protocol in the SRV query is TCP). The
resulting list is sorted as described in [2], and the response is
sent to the topnmost element on the new |list described there. |f that
results in a failure, the next entry on the list is tried.

6 Constructing SIP URIs

In many cases, an el enent needs to construct a SIP URl for inclusion
in a Contact header in a REG STER, or in a Record-Route header in an
INVITE. According to RFC 3261 [1], these URIs have to have the
property that they resolve to the specific elenent that inserted
them However, if they are constructed with just an |IP address, for
exanpl e:

sip:1.2.3. 4

then should the elenent fail, there is no way to route the request or
response through a backup.

SRV provides a way to fix this. Instead of using an | P address, a
domai n name that resolves to an SRV record can be used:

si p: server 23. provi der. com

The SRV records for a particular target can be set up so that there
is asingle record with a low value for the priority field
(indicating the preferred choice), and this record points to the
specific element that constructed the URI. However, there are

addi tional records with higher values of the priority field that
point to backup elenents that would be used in the event of failure.
This allows the constraint of RFC 3261 [1] to be net while allow ng
for robust operation.
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7 Security Considerations

DNS NAPTR records are used to allow a client to discover that the
server supports TLS. An attacker could potentially nodify these
records, resulting in a client using a non-secure transport when TLS
is in fact available and preferred.

This is partially nmitigated by the presence of the sips URl schene,
which is always sent only over TLS. An attacker cannot force a bid
down t hrough del etion or nodification of DNS records. |n the worst
case, they can prevent conmunication fromoccurring by deleting al
records. A sips URl itself is generally exchanged within a secure
context, frequently on a business card or secure web page, or within
a SI P nmessage which has al ready been secured with TLS. See RFC 3261
[1] for details. The sips URI is therefore preferred when security
is truly needed, but we allow TLS to be used for requests resol ved by
a SIP URI to allow security that is better than no TLS at all

The bid down attack can also be mtigated through caching. A client
whi ch frequently contacts the same domain SHOULD cache whet her or not

its NAPTR records contain SIPS in the services field. |If such
records were present, but in later queries cease to appear, it is a
sign of a potential attack. |In this case, the client SHOULD generate

sone kind of alert or alarm and MAY reject the request.

An additional problemis that proxies, which are intermediaries

bet ween the users of the system are frequently the clients that
performthe NAPTR queries. It is therefore possible for a proxy to
ignore SIPS entries even though they are present, resulting in
downgr aded security. There is very little that can be done to
prevent such attacks. Cients are sinply dependent on proxy servers
for call conpletion, and nust trust that they inplenment the protoco
properly in order for security to be provided. Falsifying DNS
records can be done by tanmpering with wire traffic (in the absence of
DNSSEC), whereas conprom sing and conmandeering a proxy server
requires a break-in, and is seen as the considerably less likely
downgr ade t hreat.

8 The Transport Determination Application

This section nore formally defines the NAPTR usage of this
specification, using the Dynam c Del egati on Di scovery System ( DDDS)
franework as a guide [7]. DDDS represents the evolution of the NAPTR
resource record. DDDS defines applications, which can nmake use of
the NAPTR record for specific resolution services. This application
is called the Transport Determ nation Application, and its goal is to
map an incomng SIP or SIPS URI to a set of SRV records for the
various servers that can handle the URI.
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The following is the information that DDDS requests an application to
provi de:

Application Unique String: The Application Unique String (AUS) is
the input to the resolution service. For this application, it
is the URI to resolve.

First Well Known Rule: The first well known rule extracts a key
fromthe AUS. For this application, the first well known rule
extracts the host portion of the SIP or SIPS URI.

Val i d Dat abases: The key resulting fromthe first well known rule
is | ooked up in a single database, the DNS [8].

Expected Qutput: The result of the application is an SRV record
for the server to contact.

9 | ANA Consi derati ons

The usage of NAPTR records described here requires well known val ues
for the service fields for each transport supported by SIP. The
tabl e of mappings fromservice field values to transport protocols is
to be maintained by | ANA. New entries in the table MAY be added
through the publication of standards track RFCs, as described in RFC
2434 [5].

The registration in the RFC MJST include the follow ng information:

Service Field: The service field being registered. An exanple for
a new fictitious transport protocol called NCTP m ght be
"SI P+D2N".

Protocol : The specific transport protocol associated with that
service field. This MJIST include the nane and acronym for the
protocol, along with reference to a docunment that describes the
transport protocol. For exanple - "New Connectionl ess
Transport Protocol (NCTP), RFC 5766".

Narme and Contact Information: The nane, address, enmil address and
t el ephone nunber for the person performng the registration.

The foll owi ng val ues have been placed into the registry:

Services Field Pr ot oco

S| P+D2T TCP

SI PS+D2T TCP

S| P+D2U UDP

SI P+D2S SCTP (RFC 2960)
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the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |anguages ot her than
Engl i sh.

The Iimted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.
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