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Status of this Meno
Thi s docunent specifies an Internet standards track protocol for the
Internet conmmunity, and requests discussion and suggestions for
i nprovenents. Please refer to the current edition of the "Internet
Oficial Protocol Standards" (STD 1) for the standardization state
and status of this protocol. Distribution of this nenmo is unlimted.
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Abst r act

Thi s docunent describes usage directives for supporting COPS policy
services in RSVP environments.
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1 Introduction

The Common Open Policy Service (COPS) protocol is a query response
protocol used to exchange policy information between a network policy
server and a set of clients [COPS]. COPS is being devel oped within
the RSVP Adnmission Policy Wrking Goup (RAP W5 of the IETF
primarily for use as a nechani smfor providing policy-based adm ssion
control over requests for network resources [RAP].

Thi s docunent is based on and assumes prior know edge of the RAP
framework [ RAP] and the basic COPS [COPS] protocol. It provides
specific usage directives for using COPS in outsourcing policy
control decisions by RSVP clients (PEPs) to policy servers (PDPs).
G ven the COPS protocol design, RSVP directives are mainly limted to
RSVP applicability, interoperability and usage guidelines, as well as
client specific exanples.

2 RSVP values for COPS objects

The usage of several COPS objects is affected when used with the RSVP
client type. This section describes these objects and their usage.

2.1 Common Header, client-type

RSVP is COPS client-type 1
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2.2 Context Object (Context)
The semantics of the Context object for RSVP is as foll ows:
R- Type (Request Type Fl ag)
I ncom ng- Message request

This context is used when the PEP receives an incom ng RSVP
nmessage. The PDP may decide to accept or reject the incom ng
nmessage and may al so apply other decision objects to it. If the
i ncom ng nessage is rejected, RSVP should treat it as if it
never arrived.

Resource- Al | ocati on request

This context is used when the PEP is about to conmt |oca
resources to an RSVP flow (adm ssion control). This context
applies to Resv nessages only. The decision whether to commt

| ocal resources is nmade for the nerge of all reservations
associ ated with an RSVP fl ow (which have arrived on a
particul ar interface, potentially from several RSVP Next-Hops).

Qut goi ng- Message request (forwarding an out goi ng RSVP nessage)

This context is used when the PEP is about to forward an

out goi ng RSVP nessage. The PDP may decide to allow or deny the
out goi ng nessage, as well as provide an outgoing policy data
obj ect .

M Type (Message Type)

The M Type field in the Context Object identifies the applicable RSVP
nmessage type. M Type values are identical to the values used in the
"meg type" field in the RSVP header [RSVP].

The foll owi ng RSVP nessage types are supported in COPS:

Pat h
Resv
Pat hErr
ResVvErr

QO her nmessage types such as PathTear, ResvTear, and Resv Confirmare
not supported. The list of supported nmessage types can only be
extended in later versions of RSVP and/or later version of this
docunent .
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2.3 dient Specific Information (CientSl)

Al objects that were received in an RSVP nessage are encapsul at ed
inside the Client Specific Information Object (Signaled CientSl)

sent fromthe PEP to the renote PDP (see Section 3.1. on multiple

fl ows packed in a single RSVP nessage).

The PEP and PDP share RSVP state, and the PDP is assuned to inpl enent
the same RSVP functional specification as the PEP. In the case where
a PDP detects the absence of objects required by [RSVP] it shoul d
return an <Error> in the Decision nessage indicating "Mndatory
client-specific info mssing". If, on the other hand, the PDP detects
the absence of optional RSVP objects that are needed to approve the
Request agai nst current policies, the PDP should return a negative
<Deci si on>.

Unli ke the I ncom ng and Qut goi ng contexts, "Resource Allocation" is
not always directly associated with a specific RSVP nessage. In a
nmul ticast session, it may represent the nerging of multiple incomng
reservations. Therefore, the CientSl object should specifically
contain the SESSI ON and STYLE objects along with the merged FLOASPEC,
FI LTERSPEC |ist, and SCOPE object (whenever relevant).

2.4 Decision nject (Decision)

COPS provides the PDP with flexible controls over the PEP using
RSVP' s response to nmessages. Wil e accepting an RSVP nessage, PDPs
may provide preenption priority, trigger warnings, replace RSVP

obj ects, and much nore, using Decision Conmands, Flags, and (bjects.
DECI SI ON COMVANDS

Only two commands apply to RSVP

I nst al

Positive Response:
Accept/ Al |l ow Admit an RSVP nessage or |ocal resource allocation

Renove

Negati ve Response
Deny/ Rej ect/ Renove an RSVP nessage or |ocal resource allocation

Herzog, et al. St andards Track [ Page 4]



RFC 2749 COPS usage for RSVP January 2000

DECI SI ON FLAGS
The only decision flag that applies to RSVP
Trigger Error

If this flag is set, RSVP should schedule a PathErr, in response
to a Path nessage, or a ResvErr (in response of a Resv nessage).

STATELESS PCLI CY DATA

Thi s object may include one or nore policy elenents (as specified for
the RSVP Policy Data object [RSVP-EXT]) which are assunmed to be well
understood by the client’s LPDP. The PEP shoul d consi der these as an
addition to the decision already received fromthe PDP (it can only
add, but cannot override it).

For exanple, given Policy Elements that specify a flow s preenption
priority, these elenents may be included in an incom ng Resv nessage
or may be provided by the PDP responding to a query.

St at el ess obj ects must be well understood, but not necessarily
supported by all PEPs. For exanple, assum ng a standard policy

el ement for preenption priority, it is perfectly legitimte for sone
PEPs not to support such preenption and to ignore it. The PDP nust be
careful when using such objects. In particular, it nust be prepared
for these objects to be ignored by PEPs.

Statel ess Policy Data may be returned in decisions and apply
individually to each of the contexts flagged i n REQ nessages. Wen
applied to Inconing, it is assunmed to have been received as a

PCOLI CY_DATA object in the incom ng nessage. Wen applied to Resource
Allocation it is assuned to have been received on all merged incom ng
nmessages. Last, when applied to outgoing nessages it is assuned to
have been received in all nessages contributing to the outgoing
nessage.

REPLACEMENT DATA

The Repl acenent object may contain nultiple RSVP objects to be

repl aced (fromthe original RSVP request). Typical replacenment is
perfornmed on the "Forward Qutgoing" request (for instance, replacing
outgoing Policy Data), but is not limted, and can al so be perforned
on other contexts (such as "Resources-Allocation Request"). In other
cases, replacenent of the RSVP Fl owSpec object may be useful for
controlling resources across a trusted zone (with policy ignorant
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3

nodes (PINs). Currently, RSVP clients are only required to allow
repl acenent of three objects: POLICY_DATA, ERROR SPEC, and FLOWSPEC,
but could optionally support replacenent of other objects.

RSVP obj ect replacenment is perforned in the foll owi ng manner

If no Repl acenent Data deci sion appears in a decision nessage, al
signal ed objects are processed as if the PDP was not there. \Wen an
object of a certain C Num appears, it replaces ALL the instances of
C-Num objects in the RSVP nmessage. If it appears enpty (with a length
of 4) it sinply removes all instances of C Num objects w thout adding
anyt hi ng.

Qperation of COPS for RSVP PEPs

3.1 RSVP fl ows

Policy Control is performed per RSVP flow, which is defined by the
atomic unit of an RSVP reservation (TC reservation). Reservation
styles may al so inpact the definition of flows; a set of senders
whi ch are considered as a single flow for W reservation are

consi dered as a set of individual flows when FF style is used.

Multiple FF flows nay be packed into a single Resv nmessage. A packed
nessage nmust be unpacked where a separate request is issued for each
of the packed flows as if they were individual RSVP nessages. Each
COPS Request shoul d include the associ ated POLI CY_DATA obj ects, which
are, by default, all POLI CY_DATA objects in the packed message.
Sophi sti cated PEPs, capabl e of |ooking inside policy objects, may
exam ne the POLI CY_DATA or SCOPE object to narrow down the |ist of
associated flows (as an optim zation).

Pl ease note that the rul es governi ng Packed RSVP nmessage apply
equally to the Incoming as well as the Qutgoi ng REQ cont ext.

3.2 Expected Associations for RSVP Requests

When making a policy decision, the PDP may consi der both Resv as well
as its matching Path state (associated state). State association is
straightforward in the common uni cast case since the RSVP fl ow

i ncl udes one Path state and one Resv state. In nulticast cases this
correspondence nay be nore conplicated, as the match may be nmany-to-
many. The COPS protocol assunes that the PDP is RSVP know edgeabl e
and capabl e of determ ning these associ ati ons based on the contents
of the Cient REQ nmessage and especially the CientSl object.
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For exanple, the PDP should be able to recogni ze activation and
deactivation of RSVP bl ockade state follow ng discrete events |ike
the arrival of a ResvErr nessage (activate the bl ockade state) as
wel | as the change in the outgoi ng Resv nessage.

3.3 RSVP's Capacity Admi ssion Control: Conmit and Del ete

In RSVP, the adm ssion of a new reservation requires both an

adnmi ni strative approval (policy control) and capacity adm ssion
control. After being approved by both, and after the reservation was
successfully installed, the PEP notifies the renote PDP by sending a
report nessage specifying the Commt type. The Conmt type report
nessage signals when billing should effectively begin and performng
heavi er del ayed operations (e.g., debiting a credit card) is

per m ssi bl e by the PDP

If, instead, a PDP approved reservation fails adm ssion due to | ack
of resources, the PEP nust issue a no-comit report and fold back and
send an updated request to its previous state (previously installed
reservation). If no state was previously installed, the PEP should

i ssue a delete (DRQ.

3.4 Policy Control Over PathTear and ResvTear

Pat hTear and ResvTear nessages are not controlled by this policy
architecture. This relies on two assunptions: First, that MD5
authentication verifies that the Tear is received fromthe sane node
that sent the initial reservation, and second, that it is
functionally equivalent to that node hol ding off refreshes for this
reservati on. When a ResvTear or PathTear is received at the PEP, al
affected states installed on the PDP should either be del eted or
updated by the PEP

3.5 PEP Cachi ng COPS Deci si ons

Because COPS is a stateful protocol, refreshes for RSVP Path and Resv
nessages need not be constantly sent to the renpte PDP. Once a
deci si on has been returned for a request, the PEP can cache that
decision and apply it to future refreshes. Wen the PEP detects a
change in the corresponding Resv or Path nessage, it should update
the PDP with the new request-state. PEPs may continue to use the
cached state until receiving the PDP response. This case is very
different frominitial adm ssion of a flow, given that valid
credential s and authentication have already been established, the
relatively | ong RSVP refresh period, and the short PEP-PDP response
time, the tradeoff between expedi ent updates and attack prevention

| eans toward expedi ency. However, this is really a PEP choice, and is
irrelevant to PDPs.
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If the connection is |ost between the PEP and the PDP, the cached
RSVP state may be retained for the RSVP timeout period to be used for
previously adnitted flows (but cannot be applied to new or updated
state). If the connection can not be reestablished with the PDP or a
backup PDP after the tineout period, the PEP is expected to purge al
its cached decisions. Wthout applicable cached decision, the PEP
nust either reject the flow or resort to its LPDP (if available) for
deci si ons.

Once a connection is reestablished to a new (or the original) PDP the
PDP may issue a SSQ request. In this case, the PEP nust reissue
requests that correspond to the current RSVP state (as if all the
state has been updated recently). It should also include inits
LPDPDeci sion the current (cached) decision regarding each such state.

3.6 Using Multiple Context Flags in a single query

RSVP is a store-and-forward control protocol where nessages are
processed in three distinctive steps (input, resource allocation, and
output). Each step requires a separate policy decision as indicated
by context flags (see Section 2.2). In nmany cases, setting multiple
context flags for bundling two or three operations together in one
request may significantly optimze protocol operations.

The following rules apply for setting nultiple Context flags:

a. Miultiple context flags can be set only in two generic cases, which
represent a substantial portion of expected COPS transactions, and
can be guaranteed not to cause anmbiguity.

Uni cast FF:
[l ncoming + Allocation + Qutgoing]

Multicast with only one Resv nmessage received on the interface
[ncom ng + All ocati on]

b. Context events are ordered by time since every nessage must first
be processed as Incom ng, then as Resource allocation and only
then as Qutgoing. When multiple context flags are set, al
ClientSl objects included in the request are assuned to be
processed according to the latest flag. This rule applies both to

the request (REQ context as well as to the decision (DEC
cont ext .
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For exanpl e, when conbining Incomng + Allocation for an incom ng
Resv nessage, the flowspec included in the dientSl would be the
one corresponding to the Resource-Allocation context (TC)

c. Each decision is bound to a context object, which determ nes which
portion of the request context it applies to. Wen individua
deci sions apply to different sub-groups of the context, the PDP
shoul d send each group of decision objects encapsul ated by the
context flags object with the context flags applicable to these
objects set (see the exanples in Section 5).

3.7 RSVP Error Reporting

RSVP uses the ERROR SPEC object in PathErr and ResvErr nessages to
report policy errors. Wiile the contents of the ERROR SPEC object are
defined in [ RSVP, RSVP- EXT], the PDP is in the best position to
provide its contents (sub-codes). This is performed in the follow ng
manner: First, the PEP (RSVP) queries the PDP before sending a

Pat hErr or ResvErr, and then the PDP returns the constructed

ERROR _SPEC in the Replacenment Data Decision Object.

4 Security Considerations

Thi s docunent relies on COPS for its signaling and its security.
Pl ease refer to section "Security Considerations" in [COPS].

Security for RSVP nmessages is provided by inter-router M5

aut hentication [ MD5], assuming a chain-of-trust nodel. A likely

depl oyment scenario calls for PEPs to be deployed only at the network
edge (boundary nodes) while the core of the network (backbone)
consists of PIN nodes. In this scenario MD5 trust (authentication) is
est abl i shed between boundary (non-nei ghboring) PEPs. Such trust can
be achi eved through internal signing (integrity) of the Policy Data
object itself, which is left unnmodified as it passes through PIN
nodes (see [RSVP-EXT]).

5 Illustrative Exanples, Using COPS for RSVP

This section details both typical unicast and nulticast scenari os.
5.1 Unicast Fl ow Exanpl e

This section details the steps in using COPS for controlling a

Unicast RSVP flow. It details the contents of the COPS nessages with
respect to Figure 1.
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PEP (router)

e +
I I

Rl ------------ +ifl if24------------ S1
I I
o e e e e e oo +

Figure 1. Unicast Exanple: a single PEP view

The PEP router has two interfaces (ifl, if2). Sender Sl sends to
receiver RI1.

A Path nessage arrives from Sl:

PEP --> PDP REQ :

<Handl e A> <Context: in & out, Path>
<In-Interface if2> <Qut-Interface ifl>
<CientSl: all objects in Path nessage>
PDP --> PEP DEC : = <Handl e A> <Context: in & out, Path>
<Deci si on: Conmand, Install>

A Resv nessage arrives from RL:

<Handl e B>

<Context: in & allocation & out, Resv>
<In-Interface ifl> <Qut-Interface if2>
<ClientSl: all objects in Resv nessage>

PEP --> PDP REQ:

PDP --> PEP DEC : = <Handl e B>

<Context: in, Resv>

<Deci si on: conmmand, Install>
<Context: allocation, Resv>
<Deci si on: conmand, Install>
<Deci sion: Stateless, Priority=7>
<Context: out, Resv>

<Deci si on: command, Install>

<Deci sion: replacenent, POLI CY- DATA1>

PEP --> PDP RPT := <Handl e B>
<Report type: commit>

Noti ce that the Decision was split because of the need to specify
di fferent decision objects for different context flags.
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Ti me Passes, the PDP changes its decision

PDP --> PEP DEC : = <Handl e B>
<Context: allocation, Resv>
<Deci sion: commnd, Install>
<Deci sion: Stateless, Priority=3>

Because the priority is too low, the PEP preenpts the flow

PEP --> PDP DRQ : = <Handl e B>
<Reason Code: Preenpted>

Ti me Passes, the sender Sl ceases to send Path nessages:

PEP --> PDP DRQ : = <Handl e A>
<Reason: Ti meout >

5.2 Shared Milticast Flows
This section details the steps in using COPS for controlling a
multicast RSVP flow It details the contents of the COPS nessages

with respect to Figure 2.

PEP (router)

oo +
Rl---commmmmmnn |+ if1 if3|+ --------- s1
Rt |

|+ ........ |+ if2 |f4|+ --------- s2
R e .

Figure 2: Milticast exanple: a single PEP view

Figure 2 shows an RSVP PEP (router) which has two senders (Sl1, S2)
and three receivers (Rl, R2, R3) for the sane nulticast session
Interface if2 is connected to a shared nedia. In this exanple, we
assune that the multicast menbership is already in place. No previous
RSVP nessages were received, and the first to arrive is a Path
nessage on interface if3 fromsender Sl

PEP --> PDP REQ := <Handle A> <Context: in, Path>

<In-interface if3>
<CientSl: all objects in incom ng Path>
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PDP --> PEP DEC : = <Handl e A> <Context: in, Path>
<Deci si on: conmmand, Install>

The PEP consults its forwarding table, and finds two outgoing
interface for the path (ifl, if2). The exchange belowis for
interface ifl, another exchange would |ikew se be conpleted for if2
usi ng the new handl e B2.

PEP --> PDP REQ :

<Handl e B1> <Cont ext: out, Path>
<Qut-interface if1>

<clientSl: all objects in outgoing Path>
PDP --> PEP DEC : <Handl e B1>

<Cont ext: out, Path>

<Deci si on: command, Install>

<Deci si on: Repl acement, POLI CY- DATA1>

Here, the PDP decided to allow the forwarding of the Path nmessage and
provi ded the appropriate policy-data object for interface ifl.

Next, a W Resv message fromreceiver R2 arrives on interface if?2.

PEP --> PDP REQ := <Handle C> <Context: in & allocation, Resv>
<In-interface if2>
<ClientSl: all objects in Resv nessage

i ncl udi ng RSpecl >
PDP --> PEP DEC : = <Handle C
<Context: in, Resv>
<Deci sion: conmmand, Install>
<Context: allocation, Resv>
<Deci sion: command, Install>
<Deci sion: Stateless, priority=5>

PEP --> PDP RPT : = <handle & <Commit >

Here, the PDP approves the reservation and assigned it preenption
priority of 5. The PEP responded with a commit report.

The PEP needs to forward the Resv nessage upstreamtoward SIl:
PEP --> PDP REQ : = <Handl e E> <Context: out, Resv>

<out-interface if3>
<Cient info: all objects in outgoing Resv>
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PDP --> PEP DEC : = <Handl e E>
<Context: out, Resv>
<Deci si on: conmmand, Install>
<Deci sion: repl acement, POLI CY- DATA2>
Not e: The Context object is part of this DEC nessage even though it

may | ook redundant since the REQ specified only one context flag.

Next ,
wi th a higher

i ssue them separately.

a new W Resv nessage fromreceiver
RSpec (Rspec?).
it cannot performa request with multiple context flags,

R3 arrives on interface if2
G ven two reservations arrived on if2,
and nust

The PEP re-issues an updated handle C REQ with a new context object

<Context: in , Resv>,

PEP --> PDP REQ :=

PDP --> PEP DEC : =
PEP --> PDP REQ : =
PDP --> PEP DEC : =
PEP --> PDP RPT : =

G ven the change in incomng reservations,

and receives a DEC for

handl e C.

<Handl e F> <Cont ext:
<In-interface if2>

in, Resv>

<CientSl: all objects in Resv nessage
i ncl udi ng RSpec2 >

<Handl e F> <Context: in , Resv>

<Deci sion: command, Install>

<Handl e & <Cont ext:

<In-interface if2>

<ClientSl: all objects in nerged Resv
i ncl udi ng RSpec2 >

al l ocati on, Resv>

<Handl e &

<Cont ext: allocation, Resv>

<Deci si on: conmmand, Install>
<Deci sion: Stateless, Priority=5>

<handl e & <Comm t >

the PEP needs to forward a

new out goi ng Resv nessage upstreamtoward S1. This repeats exactly

the previous interaction

of Handl e E, except that the dientSl

objects now reflect the nmerging of two reservations.

If an ResvErr
has a hi gher fl owspec:

PEP --> PDP REQ : =

Herzog, et al.

arrives from Si,
Rspec2) the follow ng takes pl ace:

the PEP maps it to R3 only (because it

<Handl e H> <Cont ext:
<In-interface if3>
<CientSl: all objects in incomng ResvErr>

in, ResvErr>
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PDP --> PEP DEC : = <Handl e H> <Context: in, ResvErr>
<Deci si on: conmmand, Install>

PEP --> PDP REQ : = <Handl e | > <Context: out, ResvErr>
<Qut-interface if2>

<ClientSl: all objects in outgoing ResvErr>

PDP --> PEP DEC : = <Handle | >
<Cont ext: out, ResvErr>
<Deci si on: commmand, Install>
<Deci si on: Repl acement, POLI CY- DATA3>

When S2 joins the session by sending a Path nessage, incom ng and
out goi ng Path requests are issued for the new Path. A new out goi ng
Resv request would be sent to S2.
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and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |anguages ot her than
Engl i sh.

The Iimted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORVATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE
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