Net wor k Wor ki ng G- oup D. Wl l ner

Request for Comments: 2627 E. Harder
Cat egory: I nfornmational R Agee
Nati onal Security Agency

June 1999

Key Managenent for Multicast: |ssues and Architectures
Status of this Meno

This menmo provides information for the Internet community. It does
not specify an Internet standard of any kind. Distribution of this
meno is unlimted.

Copyri ght Notice
Copyright (C The Internet Society (1999). Al Rights Reserved.

Abstract

This report contains a discussion of the difficult problem of key
managenent for nulticast comunication sessions. |t focuses on two
mai n areas of concern with respect to key nanagenent, which are,
initializing the multicast group with a conmon net key and rekeying
the multicast group. A rekey may be necessary upon the conprom se of
a user or for other reasons (e.g., periodic rekey). |In particular

this report identifies a technique which allows for secure conprom se

recovery, while also being robust against collusion of excluded
users. This is one inportant feature of nulticast key managenent

whi ch has not been addressed in detail by nobst other nulticast key
management proposals [1,2,4]. The benefits of this proposed
technique are that it mnimzes the nunber of transm ssions required
to rekey the nmulticast group and it inposes mninmal storage

requi renents on the nulticast group

1.0 MOTI VATI ON

It is recognized that future networks will have requirenents that
will strain the capabilities of current key managenent architectures.
One of these requirenents will be the secure multicast requirenent.

The need for high bandwi dth, very dynanic secure multicast

conmuni cations is increasingly evident in a wide variety of
conmerci al, government, and Internet communities. Specifically, the
secure multicast requirenment is the necessity for multiple users who
share the same security attributes and comruni cati on requirenents to
securely comruni cate with every other nenber of the nulticast group
using a conmon nulticast group net key. The |argest benefit of the
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mul ticast comuni cation being that nultiple receivers simltaneously
get the same transm ssion. Thus the problemis enabling each user to
det ernmi ne/ obtain the sane net key without permitting unauthorized
parties to do likewise (initializing the multicast group) and
securely rekeying the users of the nulticast group when necessary.

At first glance, this may not appear to be any different than current
key managenent scenarios. This paper will show, however, that future
mul ticast scenarios will have very divergent and dynam cally changi ng
requirements which will nake it very challenging froma key
management perspective to address.

2.0 | NTRODUCTI ON

The networks of the future will be able to support gigabit bandwi dths
for individual users, to large groups of users. These users wll
possess various quality of service options and nultinedia
applications that include video, voice, and data, all on the same

net wor k backbone. The desire to create small groups of users al

i nterconnected and capabl e of conmunicating with each other, but who
are securely isolated fromall other users on the network is being
expressed strongly by users in a variety of conmunities.

The key managenent infrastructure nmust support bandw dt hs rangi ng
fromkil obits/second to gigabits/second, handle a range of multicast
group sizes, and be flexible enough for exanple to handl e such
comuni cations environnents as w reless and nobile technologies. In
addition to these performance and communi cati ons requirements, the
security requirements of different scenarios are al so w de ranging.
It is required that users can be added and renpved securely and
efficiently, both individually and in bulk. The system nust be
resistant to conpromi se, insofar as users who have been dropped
shoul d not be able to read any subsequent traffic, even if they share
their secret information. The costs we seek to nmininize are tine
required for setup, storage space for each end user, and total nunber
of transm ssions required for setup, rekey and mmintenance. It is

al so envi sioned that any proposed nulticast security mechanisnms will
be i mpl emented no | ower than any |layer with the characteristics of
the network layer of the protocol stack. Bandw dth efficiency for
any key managenent system nust al so be considered. The trade-off

bet ween security and performance of the entire multicast session
establishment will be discussed in further detail later in this
docunent .
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The followi ng section will explain several potential scenarios where
nmul ticast capabilities nay be needed, and quantify their requirenents
fromboth a performance and security perspective. It wll be
followed in Section 4.0 by a list of factors one nust consider when
designing a potential solution. While there are several security

services that will be covered at sone point in this docunent, nuch of
the focus of this docunent has been on the generation and
di stribution of multicast group net keys. It is assuned that al

potential nulticast participants either through some manual or
automated, centralized or decentralized mechani sm have received
initialization keying material (e.g. certificates). This docunent
does not address the initialization key distribution issue. Section
5 will then detail several potential multicast key nanagenent
architectures, manual (symetric) and public key based (asymmetric),
and highlight their relative advantages and di sadvant ages (Note: The
list of advantages and di sadvantages is by no nmeans all inclusive.).
In particular, this section enphasizes our technique which allows for
secure conpronise recovery.

3.0 MILTI CAST SCENARI OS

There are a variety of potential scenarios that nmay stress the key
management infrastructure. These scenarios include, but are not
limted to, wargam ng, |aw enforcenent, teleconferencing, command and
control conferencing, disaster relief, and distributed conputing.
Potential performance and security requirements, particularly in
terns of multicast groups that may be formed by these users for each
scenario, consists of the potential multicast group sizes,
initialization requirenments (how fast do users need to be brought
on-line), add/drop requirenents (how fast a user needs to be added or
del eted fromthe nulticast group subsequent to initialization), size
dynam cs (the relative nunber of people joining/leaving these groups
per given unit of tinme), top level security requirenments, and

m scel | aneous special issues for each scenario. Wile sone scenarios
describe future secure nmulticast requirenents, others have i medi ate
security needs.

As examples, let us consider two scenarios, distributed gam ng and
t el econf er enci ng.

Distributed gam ng deals with the government’s need to sinulate a
conflict scenario for the purposes of training and evaluation. In
addition to actual conmunications equi pnment being used, this concept
woul d i nclude a nmssive interconnection of conputer simulations
contai ning, for exanple, video conferencing and image processing.

Di stributed gam ng could be nore demandi ng from a key nanagenent
perspective than an actual scenario for several reasons. First, the
nodes of the sinulation net may be dispersed throughout the country.

wal | ner, et al. I nf or mati onal [ Page 3]



RFC 2627 Key Managenent for Muilticast June 1999

Second, very |arge bandw dth commruni cati ons, which enable the
possibility for real tine sinmulation capabilities, will drive the
need to drop users in and out of the sinmulation quickly. This is
potentially the npbst demandi ng scenari o of any consi dered.

This scenario may involve group sizes of potentially 1000 or nore
partici pants, some of which nmay be collected in snaller subgroups.
These groups rmust be initialized very rapidly, for exanple, in a ten
second total initialization tinme. This scenario is also very
demanding in that users may be required to be added or dropped from
the group within one second. From a size dynami cs perspective, we
estimate that approximately ten percent of the group nmenbers may
change over a one mnute tinme period. Data rate requirenents are
broad, ranging fromkilobits per second (simulating tactical users)
to gigabits per second (nulticast video). The distributed gam ng
scenario has a fairly thorough set of security requirements covering
access control, user to user authentication, data confidentiality,
and data integrity. It also nust be "robust" which inplies the need
to handl e noi sy operating environments that are typical for sone
tactical devices. Finally, the notion of availability is applied to
this scenario which inplies that the conmunications network supplying
the multicast capability nmust be up and functioning a specified
percent age of the tine.

The tel econference scenario may involve group sizes of potentially
1000 or nore participants. These groups may take up to minutes to be
initialized. This scenario is |less demanding in that users may be
required to be added or dropped fromthe group within seconds. From
a size dynam cs perspective, we estimate that approximtely ten
percent of the group nenbers may change over a period of m nutes.
Data rate requirements are broad, ranging fromkilobits per second to
100’s of Mo per second. The tel econference scenario also has a
fairly thorough set of security requirenents covering access control
user to user authentication, data confidentiality, data integrity,
and non-repudi ation. The notion of availability is also applicable
to this scenario. The tine frame for when this scenari o nust be
provided i s now.

4.0  ARCH TECTURAL | SSUES

There are many factors that must be taken into account when
devel opi ng the desired key managenent architecture. |Inportant issues
for key nmanagenment architectures include |evel (strength) of
security, cost, initializing the system policy concerns, access
control procedures, performance requirenments and support mnechani smns.
In addition, issues particular to nulticast groups include:
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1. What are the security requirenents of the group nenbers? Most
likely there will be sone group controller, or controllers. Do
the ot her menbers possess the sane security requirenments as the
controller(s)?

2. Interdomain issues - Wien crossing fromone "group domain" to
another domain with a potentially different security policy,
whi ch policy is enforced? An exanple would be two users
wi shing to comruni cate, but having different cryptoperiods
and/ or key length policies.

3. How does the formation of the nulticast group occur? WII the
group controller initiate the user joining process, or will the
users initiate when they join the formati on of the multicast
group?

4. How does one handl e the case where certain group nenbers have
i nferior processing capabilities which could delay the
formati on of the net key? Do these users delay the formation
of the whole multicast group, or do they cone on-line |ater
enabling the remaining participants to be brought up nore
qui ckl y?

5. One nust mnimze the nunmber of bits required for multicast
group net key distribution. This greatly inpacts bandw dth
l[imted equi pnents.

Al of these and other issues need to be taken into account, along
with the conmunication protocols that will be used which support the
desired nulticast capability. The next section addresses sonme of
these issues and presents sonme candi date architectures that could be
used to tackle the key nanagenent problem for nulticasting.

5.0 CANDI DATE ARCHI TECTURES

There are several basic functions that nust be perforned in order for
a secure nulticast session to occur. The order in which these
functions will be perforned, and the efficiency of the overal
solution results from naking trade-offs of the various factors |listed
above. Before l|ooking at specific architectures, these basic
functions will be outlined, along with some definition of termns that
will be used in the representative architectures. These definitions
and functions are as foll ows:
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Soneone determnmines the need for a multicast session, sets the
security attributes for that particular session (e.g.
classification levels of traffic, algorithnms to be used, key
variable bit lengths, etc.), and creates the group access
control list which we will call the initial multicast group
participant list. The entity which perforns these functions
will be called the INNTIATOR At this point, the nulticast
group participant list is strictly a list of users who the
initiator wants to be in the nulticast group

The initiator determ nes who will control the nulticast group
This controller will be called the ROOT (or equivalently the
SERVER). Often, the initiator will become the root, but the
possibility exists where this control may be passed off to
soneone other than the initiator. (Some key managenent
architectures enploy multiple roots, see [4].) The root’s job
is to performthe addition and del etion of group participants,
perform user access control against the security attributes of
that session, and distribute the traffic encryption key for the
session which we will call the multicast group NET KEY. After
initialization, the entity with the authority to accept or
reject the addition of future group participants, or delete
current group participants is called the LI ST CONTROLLER

This may or may not be the initiator. The list controller has
been di stinguished fromthe root for reasons which will becone
clear later. |In short, it may be desirable for someone to have
the authority to accept or reject new menbers, while another
party (the root) would actually performthe function

Every participant in the nmulticast session will be referred to
as a GROUP PARTI ClI PANT. Specific group participants other than
the root or list controller will be referred to as LEAVES.

After the root checks the security attributes of the
participants listed on the nulticast group participant list to
nmake sure that they all support the required security
attributes, the root will then pass the nmulticast group list to
all other participants and create and distribute the Net Key.

If a participant on the nulticast group list did not neet the
required security attributes, the | eaf nust be deleted fromthe
list.

Mul tiple issues can be raised with the distribution of the
mul ticast group list and Net Key.
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a. An issue exists with the time ordering of these functions.
The nmulticast group list could be distributed before or
after the link is secured (i.e. the Net Key is
di stributed).

b. An issue exists when a leaf refuses to join the session
If a leaf refuses to join a session, we can send out a
nodi fied list before sending out the Net Key, however
sending out nodified lists, potentially nultiple tinmnes,
woul d be inefficient. Instead, the root could continue
on, and would not send the Net Key to those participants
on the list who rejected the session

For the scenario architectures which follow, we assune the
mul ticast group list will be distributed to the group
partici pants once before the Net Key is distributed. Unlike
the schene described in [4], we recommend that the multicast
group participant list be provided to all |eaves. By
distributing this list to the |eaves, it allows themto

det erm ne upfront whether they desire to participate in the
mul ticast group or not, thus saving potentially unnecessary
key exchanges.

Four potential key nmanagenent architectures to distribute keying
material for nulticast sessions are presented. Recall that the
features that are highly desirable for the architecture to possess
include the time required to setup the nulticast group should be

m ni m zed, the nunmber of transm ssions should be mnimzed, and
menory/ storage requirements should be mnimzed. As will be seen, the
first three proposals each fall short in a different aspect of these
desired qualities, whereas the fourth proposal appears to strike a
bal ance in the features desired. Thus, the fourth proposal is the
one recomended for general inplenentation and use.

Pl ease note that these approaches al so address securely elimnating
users fromthe nulticast group, but don't specifically address adding
new users to the multicast group following initial setup because this
is viewed as evident as to how it would be perforned.

5.1 MANUAL KEY DI STRI BUTI ON

Thr ough manual key distribution, symetric key is delivered without
the use of public key exchanges. To set up a multicast group Net Key
utilizing manual key distribution would require a sequence of events
where Net Key and spare Net Keys woul d be ordered by the root of the
mul ticast session group. Alternate (supersession) Net Keys are
ordered (by the root) to be used in case of a conprom se of a group
participant(s). The Net Keys would be distributed to each individua
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group participant, often through sone centralized physica
internediate | ocation. At sone predeternined tinme, all group

partici pants would switch to the new Net Key. G oup participants use
this Net Key until a predeterm ned tine when they need another new
Net Key. If the Net Key is comprom sed during this time, the
alternate Net Key is used. Group participants switch to the alternate
Net Key as soon as they receive it, or upon notification fromthe
root that everyone has the new Net Key and thus the switch over
shoul d take place. This procedure is repeated for each cryptoperiod.

A schene like this may be attractive because the nmethods exist today
and are understood by users. Unfortunately, this type of schene can
be tine consuning to set up the nulticast group based on tine
necessary to order keying material and having it delivered. For nost
real tinme scenarios, this nmethod is nuch too sl ow

5.2 N Root/Leaf Pairw se Keys Approach

Thi s approach is a brute force method to provide a conmon nulticast
group Net Key to the group participants. In this schene, the
initiator sets the security attributes for a particul ar session
generates a |list of desired group participants and transmts the |ist
to all group participants. The |eaves then respond with an initia
acceptance or rejection of participation. By sending the list up
front, tinme can be saved by not performi ng key exchanges with people
who rejected participation in the session. The root (who for this
and future exanples is assumed to be the initiator) generates a

pai rwi se key with one of the participants (leaves) in the multicast
group using sone standard public key exchange technique (e.g., a
Diffie-Hell man public key exchange.) The root will then provide the
security association paranmeters of the multicast (which may be
different fromthe paraneters of the initial pairwise key) to this
first leaf. Parameters nmay include items such as classification and
policy. Some negotiation (through the use of a Security Associ ation
Management Protocol, or SAWMP) of the paranmeters may be necessary.
The possibility exists for the leaf to reject the connection to the
nmul ticast group based on the above paraneters and nulticast group
list. If the leaf rejects this session, the root will repeat this
process with another |eaf.

Once a | eaf accepts participation in the nulticast session, these two
then choose a Net Key to be used by the multicast group. The Net Key
coul d be generated through another public key exchange between the
two entities, or sinply chosen by the root, depending upon the policy
which is in place for the nulticast group ( i.e. this policy decision
will not be a real tine choice). The issue here is the |evel of
trust that the leaf has in the root. |If the initial pairw se key
exchange provi des sone | evel of user authentication, then it seens
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adequate to just have the root select the Net Key at this stage.
Anot her issue is the level of trust in the strength of the security
of the generated key. Through a cooperative process, both entities
(leaf and root) will be providing information to be used in the
formati on of the Net Key.

The root then perforns a pairw se key exchange with another |eaf and
optionally perforns the negotiation discussed earlier. Upon
acceptance by the leaf to join the nulticast group, the root sends
the | eaf the Net Key.

Thi s pairwi se key exchange and Net Key distribution continues for al
N users of the nulticast group

Root /| eaves cache pairw se keys for future use. These keys serve as
Key Encryption Keys (KEKs) used for rekeying |l eaves in the net at a
later time. Only the root will cache all of the | eaves’ pairw se
keys. Each individual leaf will cache only its own unique pairw se
Key Encryption Key.

There are two cases to consider when caching the KEKs. The first
case is when the Net key and KEK are per session keys. In this case,
if one wants to exclude a group participant fromthe multicast
session (and rekey the remaining participants with a new Net Key),
the root would distribute a new Net key encrypted with each

i ndividual KEK to every legitimte remmining participant. These KEKs
are deleted once the multicast session is conpleted.

The second case to consider is when the KEKs are valid for nmore than
one session. In this case, the Net Key may al so be valid for

nmul tiple sessions, or the Net Key nay still only be valid for one
session as in the above case. Wether the Net Key is valid for one
session or nmore than one session, the KEK will be cached. |If the Net
Key is only valid per session, the KEKs will be used to encrypt new
Net Keys for subsequent multicast sessions. The deleting of group
partici pants occurs as in the previous case described above,

regardl ess of whether the Net Key is per session or to be used for
nmul tipl e sessions.

A schene like this may be attractive to a user because it is a
straightforward extension of certifiable public key exchange
techniques. It may al so be attractive because it does not involve
third parties. Only the participants who are part of the nulticast
session participate in the keying nmechanism Wat nakes this schene
so undesirable is that it will be transmission intensive as we scale
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up in nunbers, even for the nost conputationally efficient

partici pants, not to nention those with | ess capabl e hardware
(tactical, wireless, etc.). Every time the need arises to drop an
"unaut hori zed" participant, a new Net Key rnust be distributed.

This distribution requires a transm ssion fromthe Root to each
remai ni ng partici pant, whereby the new Net Key will be encrypted
under the cover of each participant’s unique pairw se Key Encryption
Key (KEK).

Note: This approach is essentially the sane as one proposal to the
I nternet Engi neering Task Force (I ETF) Security Subworking G oup [ Ref
1,2].

Al'so note that there exist nultiple twists to an approach like this.
For exanple, instead of having the root do all N key exchanges, the
root could pass sone of this functionality (and control) to a number
of | eaves beneath him For exanple, the nulticast group list could
be split in half and the root tells one |eaf to take half of the
users and perform a key exchange with them (and then distribute the
Net key) while the root will take care of the other half of the list.
(The chosen | eaves are thus functioning as a root and we can cal
them "subroots." These subroots will have | eaves beneath them and
the subroots will maintain the KEK of each | eaf beneath it.) This
scal es better than original approach as N becones | arge.
Specifically, it will require less tinme to set up (or rekey) the
mul ti cast net because the singular responsibility of performng

pai rwi se key exchanges and distributing Net Key will be shared anong
mul tiple group participants and can be performed in parallel, as
opposed to the root only distributing the Net Key to all of the
partici pants.

This schene is not without its own security concerns. This schene
pushes trust down to each subgroup controller - the root assumes that
these "subroot" controllers are acting in a trustworthy way. Every
control element (root and subroots) nmust remain in the system
throughout the multicast. This effectively nmakes renoving soneone
fromthe net (especially the subroots) harder and sl ower due to the

di stributed control. When renoving a participant fromthe nulticast
group whi ch has functi oned on behalf of the root, as a subroot, to
distribute Net Key, additional steps will be necessary. A new

subroot nmust be del egated by the root to replace the renoved subroot.
A key exchange (to generate a new pairw se KEK) must occur between
the new subroot and each |eaf the renoved subroot was responsible
for. A new Net Key will now be distributed fromthe root, to the
subroots, and to the leaves. Note that this |last step would have
been the only step required if the renmpoved party was a leaf with no
controlling responsibilities.
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5.3 COVPLEMENTARY VARI ABLE APPROACH

Let us suppose we have N | eaves. The Root performs a public key
exchange with each leaf i (i=1,2, ..., N. The Root will cache each
pai rwi se KEK. Each | eaf stores their own KEK. The root would provide
the nmulticast group list of participants and attributes to all users.
Partici pants woul d accept or reject participation in the nulticast
session as described in previous sections. The root encrypts the Net
Key for the Miulticast group to each | eaf, using their own unique
KEK(i). (The Root either generated this Net Key hinself, or
cooperatively generated with one of the | eaves as was di scussed
earlier). In addition to the encrypted Net Key, the root will also
encrypt sonmething called conplenmentary variables and send themto the
| eaves.

A leaf will NOT receive his own conplenentary variable, but he wll
receive the other NN1 | eaf conplenentary variables. The root sends
the Net Key and conplenmentary variables j, where j=1,2,...,N and j
not equal to i, encrypted by KEK(i) to each |eaf. Thus, every |eaf
receives and stores N variables which are the Net key, and N-1
conpl emrentary vari abl es.

Thus to cut a user fromthe multicast group and get the remaining
partici pants back up again on a new Net Key would involve the
following. Basically, to cut |eaf number 20 out of the net, one
nessage i s sent out that says "cut leaf 20 fromthe net." Al of the
ot her | eaves (and Root) generate a new Net Key based on the current
Net Key and Conpl enentary variable 20. [Thus some type of

determ nistic key variable generation process will be necessary for
all participants of the multicast group]. This newy generated
variable will be used as the new Net Key by all renaining

partici pants of the nulticast group. Everyone except leaf 20 is able
to generate the new Net Key, because they have conpl enentary vari abl e
20, but leaf 20 does not.

A schene like this seens very desirable fromthe viewpoint of
transm ssi on savings since a rekey nessage encrypted with each

i ndi vidual KEK to every | eaf does not have to be sent to delete
soneone fromthe net. In other words, there will be one pl aintext
nmessage to the nulticast group versus N encrypted rekey messages.
There exists two major drawbacks with this scheme. First are the
storage requirenents necessary for the (N-1) conplenmentary vari abl es.
Secondl y, when deleting multiple users fromthe nulticast group
collusion will be a concern. What this nmeans is that these del eted
users could work together and share their individual conplenentary
variables to regain access to the nulticast session
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5.4 H ERARCH CAL TREE APPROACH

The Hi erarchical Tree Approach is our recommended approach to address
the multicast key managenent problem This approach provides for the
followi ng requisite features:

1. Provides for the secure renoval of a conprom sed user fromthe
mul ticast group

2. Provides for transm ssion efficiency
3. Provides for storage efficiency

Thi s approach bal ances the costs of tine, storage and nunber of

requi red nmessage transm ssions, using a hierarchical system of
auxiliary keys to facilitate distribution of new Net Key. The result
is that the storage requirement for each user and the transm ssions
required for key replacenent are both logarithmc in the nunber of
users, with no background transm ssions required. This approach is
robust agai nst collusion of excluded users. Mreover, while the
schene is hierarchical in nature, no infrastructure is needed beyond
a server (e.g., a root), though the presence of such elenents could
be used to advantage (See Figure 1).

Figure 1. Assuned Comuni cation Architecture

The schemne, advantages and di sadvant ages are enunerated in nore
detail below. Consider Figure 2 below. This figure illustrates the
| ogi cal key distribution architecture, where keys exist only at the
server and at the users. Thus, the server in this architecture would
hol d Keys A through O and the KEKs of each user. User 11 in this
architecture would hold its own unique KEK, and Keys F, K, N, and O
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Figure 2: Logical Key Distribution Architecture

We now descri be the organi zation of the key hierarchy and the setup
process. It will be clear fromthe description howto add users
after the hierarchy is in place; we will also describe the renmoval of
a user. Note: The passing of the multicast group list and any
negoti ati on protocols is not included in this discussion for
sinmplicity purposes.

We construct a rooted tree (fromthe bottomup) with one |eaf
correspondi ng to each user, as in Figure 2. (Though we have drawn a
bal anced binary tree for convenience, there is no need for the tree
to be either bal anced or binary - sonme prelimnary analysis on tree
shapi ng has been perforned.) Each user establishes a unique pairw se
key with the server. For users with transm ssion capability, this can
be done using the public key exchange protocol. The situation is nore
conplicated for receive-only users; it is easiest to assune these
users have pre-placed key.

Once each user has a pairwi se key known to the server, the server
generates (according to the security policy in place for that
session) a key for each remaining node in the tree. The keys
thensel ves shoul d be generated by a robust process. We wll also
assune users have no information about keys they don't need. (Note:
There are no users at these remaining nodes, (i.e., they are |ogica
nodes) and the key for each node need only be generated by the server
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via secure neans.) Starting with those nodes all of whose children
are | eaves and proceeding towards the root, the server transmits the
key for each node, encrypted using the keys for each of that node’s
children. At the end of the process, each user can deternine the
keys corresponding to those nodes above her leaf. |In particular, al
users hold the root key, which serves as the common Net Key for the
group. The storage requirenent for a user at depth d is d+1 keys
(Thus for the exanple in Figure 2, a user at depth d=4 woul d hol d
five keys. That is, the unique Key Encryption Key generated as a
result of the pairw se key exchange, three internmedi ate node keys -
each separately encrypted and transmtted, and the comobn Net Key for
the nmulticast group which is also separately encrypted.)

It is also possible to transmit all of the internedi ate node keys and
root node key in one nessage, where the node keys would all be
encrypted with the unique pairw se key of the individual leaf. In
this manner, only one transmi ssion (of a |larger nessage) is required
per user to receive all of the node keys (as conpared to d

transmssions). It is noted for this nethod, that the | eaf would
require sone neans to determine which key corresponds to which node
| evel .

It is inportant to note that this approach requires additiona
processing capabilities at the server where other alternative
approaches may not. |In the worst case, a server will be responsible
for generating the internediate keys required in the architecture.

5.4.1 The Exclusion Principle

Suppose that User 11 (nmarked on Figure 2 in black) needs to be

del eted fromthe nulticast group. Then all of the keys held by User
11 (bol ded Keys F, K, N, O nust be changed and distributed to the
users who need them w thout permitting User 11 or anyone el se from
obtaining them To do this, we must replace the bol ded keys held by
User 11, proceeding fromthe bottomup. The server chooses a new key
for the | owest node, then transmits it encrypted with the appropriate
daught er keys (These transm ssions are represented by the dotted
lines). Thus for this exanple, the first key replaced is Key F, and
this new key will be sent encrypted with User 12's uni que pairw se
key.

Since we are proceeding fromthe bottomup, each of the replacenent
keys wi |l have been replaced before it is used to encrypt another
key. (Thus, for the replacenent of Key K, this new key will be sent
encrypted in the newy replaced Key F (for User 12) and will also be
sent as one multicast transm ssion encrypted in the node key shared
by Users 9 and 10 (Key E). For the replacenent of Key N, this new key
will be sent encrypted in the newly replaced Key K (for Users 9, 10,
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and 12) and will also be encrypted in the node key shared by Users
13, 14, 15, and 16 (Key L). For the replacenent of Key O this new
key will be sent encrypted in the newy replaced Key N (for Users 9,
10, 12, 13, 14, 15, and 16) and will also be encrypted in the node
key shared by Users 1, 2, 3, 4, 5 6, 7, and 8 (Key M.) The nunber
of transmi ssions required is the sumof the degrees of the replaced
nodes. In a k-ary tree in which a sits at depth d, this conmes to at
nost kd-1 transm ssions. Thus in this exanple, seven transm ssions

will be required to exclude User 11 fromthe nulticast group and to
get the other 15 users back onto a new multicast group Net Key that
User 11 does not have access to. It is easy to see that the system

is robust against collusion, in that no set of users together can
read any nessage unl ess one of themcould have read it individually.

If the same strategy is taken as in the previous section to send
mul tiple keys in one nessage, the nunber of transm ssions required
can be reduced even further to four transm ssions. Note once again
that the nmessages will be larger in the nunber of bits being
transmtted. Additionally, there nust exist a neans for each leaf to
det erm ne which key in the nessage corresponds to whi ch node of the
hi erarchy. Thus, in this exanple, for the replacenment of keys F, K,

N, and Oto User 12, the four keys will be encrypted in one nessage
under User 12’'s unique pairw se key. To replace keys K, N, and O for
Users 9 and 10, the three keys will be encrypted in one nmessage under

the node key shared by Users 9 and 10 (Key E). To replace keys N and
O for Users 13, 14, 15, 16, the two keys will be encrypted in one
nmessage under the node key shared by Users 13, 14, 15, and 16 (Key
L). Finally, to replace key Ofor Users 1, 2, 3, 4, 5, 6, 7, and 8,
key Ow Il be encrypted under the node key shared by Users 1, 2 , 3,
4, 5, 6, 7, and 8 (Key M. Thus the nunmber of transm ssion required
is at nmost (k-1)d.

The foll owing table denonstrates the renmoval of a user, and how t he
storage and transnission requirenents grow with the nunber of users.
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Tabl e 1:

Nurber
of users

8

9

16
2048
2187
131072
177147
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St orage and Transm ssion Costs

Degr ee St orage per user Transmi ssions to Transm ssi ons
(k) (d+1) rekey remaini ng to rekey
partici pants of remai ni ng
nmul ticast group- partici pants of
one key per nessage nulticast
(kd-1) group -

mul tiple keys
per nessage

(k-1)d
2 4 5 3
3 3 5 4
2 5 7 4
2 12 21 11
3 8 20 14
2 18 33 17
3 12 32 22

The benefits of a schenme such as this are:

1

val | ner,

The costs of user storage and rekey transm ssions are bal anced
and scal abl e as the nunber of users increases. This is not the
case for [1], [2], or [4].

The auxiliary keys can be used to transmit not only other keys,
but al so nmessages. Thus the hierarchy can be designed to pl ace
subgroups that wi sh to conmuni cate securely (i.e. without
transmtting to the rest of the large multicast group) under
particul ar nodes, elinmnating the need for nmintenance of
separate Net Keys for these subgroups. This works best if the
users operate in a hierarchy to begin with (e.g., mlitary
operations), which can be reflected by the key hierarchy.

The hierarchy can be designed to reflect network architecture,
i ncreasing efficiency (each user receives fewer irrel evant
nessages). Al so, server responsibilities can be divided up
among subroots (all of which nust be secure).

The security risk associated with receive-only users can be
m ni m zed by collecting such users in a particular area of the
tree.

Thi s approach is resistant to collusion anong arbitrarily nmany
users.
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As noted earlier, in the rekeying process after one user is

conprom sed, in the case of one key per nessage, each repl aced key
nmust be decrypted successfully before the next key can be replaced
(unl ess users can cache the rekey messages). This bottleneck coul d
be a problemon a noisy or slow network. (If multiple users are being
renoved, this can be parallelized, so the expected tinme to rekey is
roughly i ndependent of the nunmber of users renpved.)

By increasing the val ences and decreasing the depth of the tree, one
can reduce the storage requirenents for users at the price of

i ncreased transm ssions. For exanple, in the one key per nessage
case, if n users are arranged in a k-ary tree, each user will need
storage. Rekeying after one user is renoved now requires

transm ssions. As k approaches n, this approaches the pairw se key
schene described earlier in the paper

5.4.2 Hierarchical Tree Approach Options
5.4.2.1 Distributed H erarchical Tree Approach

The Hierarchical Tree Approach outlined in this section could be
distributed as indicated in Section 5.2 to nore closely resenble the
proposal put forth in [4]. Subroots could exist at each of the nodes
to handle any joining or rekeying that is necessary for any of the
subordinate users. This could be particularly attractive to users
whi ch do not have a direct connection back to the Root. Recall as
indicated in Section 5.2, that the trust placed in these subroots to
act with the authority and security of a Root, is a potentially
dangerous proposition. This thought is also echoed in [4].

Sone practical recomendations that night be nmade for these subroots
include the followi ng. The subroots should not be allowed to change
the multicast group participant list that has been provided to them
fromthe Root. One method to acconplish this, would be for the Root
to sign the list before providing it to the subroots. Authorized
subroots could though be allowed to set up new multicast groups for
users below themin the hierarchy.

It is inmportant to note that although this distribution nmay appear to
provi de sone benefits with respect to the tine required to initialize
the multicast group (as conpared to the tine required to initialize
the group as described in Section 5.4) and for periodic rekeying, it
does not appear to provide any benefit in rekeying the multicast
group when a user has been conprom sed.

It is also noted that whatever the key managenent schemne is

(hierarchical tree, distributed hierarchical tree, core based tree
GKWP, etc.), there will be a "hit" incurred to initialize the
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nmul ticast group with the first nulticast group net key. Thus, the
hi erarchical tree approach does not suffer from additional conplexity
with conparison to the other schemes with respect to initialization

5.4.2.2 Milticast Goup Formation

Al t hough this paper has presented the formation of the nulticast
group as being Root initiated, the hierarchical approach is
consistent with user initiated joining. User initiated joining is
the method of multicast group formation presented in [4]. User
initiated joining my be desirabl e when sone core subset of users in
the nmulticast group need to be brought up on-line and comruni cating
nore quickly. Oher participants in the nulticast group can then be
brought in when they wish. In this type of approach though, there
does not exist a finite period of tinme by when it can be ensured al
participants will be a part of the multicast group

For exanple, in the case of a single root, the hierarchy is set up
once, in the beginnning, by the initiator (also usually the root) who
al so generates the group participant list. The group of keys for each
partici pant can then be individually requested (pulled) as soon as,
but not until, each participant wishes to join the session.

5.4.2.3 Sender Specific Authentication

In the multicast environnent, the possibility exists that

partici pants of the group at tines may want to uniquely identify

whi ch participant is the sender of a nulticast group nessage. |In the
mul ticast key distribution system described by Ballardie [4], the
noti on of "sender specific keys" is presented.

Anot her option to allow participants of a nulticast group to uniquely
determ ne the sender of a nmessage is through the use of a signature
process. Wen a nmenber of the nulticast group signs a nessage with
their own private signature key, the recipients of that signed
nmessage in the nulticast group can use the sender’s public
verification key to deternmine if indeed the nessage is fromwho it is
claimed to be from

Anot her related idea to this is the case when two users of a

mul ticast group want to conmunicate strictly with each other, and
want no one else to listen in on the comunication. |If this

conmuni cation relationship is known when the nmulticast group is
originally set up, then these two participants could sinply be placed
adj acent to one another at the |owest |evel of the hierarchy (below a
bi nary node). Thus, they would naturally share a secret pairw se
key. Oherwise, a sinple way to acconmplish this is to performa
public key based pairw se key exchange between the two users to
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generate a traffic encryption key for their private unicast
conmuni cati ons. Through this process, not only will the encrypted
transm ssi ons between them be readable only by them but unique
sender authentication can be acconplished via the public key based
pai rwi se exchange.

5.4.2.4 Rekeying the Milticast Group and the Use of G oup Key
Encryption Keys

Ref erence [4] makes use of a G oup Key Encryption Key that can be
shared by the nulticast group for use in periodic rekeys of the

nmul ticast group. Aside fromthe potential security drawbacks of

i npl enenting a shared key for encrypting future keys, the use of a
Group Key Encryption Key is of no benefit to a nmulticast group if a
rekey i s necessary due to the known conproni se of one of the menbers.
The strategy for rekeying the nulticast group presented in Section
5.4.1 specifically addresses this critical problemand offers a neans
to acconplish this task with mnimal nessage transm ssions and
storage requirenents.

The question though can now be asked as to whether the rekey of a
mul ticast group will be necessary in a non-conprom se scenario. For
exanple, if a user decides they do not want to participate in the
group any longer, and requests the list controller to renove them
fromthe multicast group participant list, will a rekey of the

mul ticast group be necessary? |If the security policy of the

mul ticast group mandates that del eted users can no |onger receive
transm ssions, than a rekey of a new net key will be required. If
the multicast group security policy does not care that the del eted
person can still decrypt any transm ssions (encrypted in the group
net key that they mght still hold), but does care that they can not
encrypt and transmt nessages, a rekey will once again be necessary.
The only alternative to rekeying the nmulticast group under this
scenario would require a recipient to check every received nessage
sender, against the group participant list. Thus rejecting any
nessage sent by a user not on the list. This is not a practica
option. Thus it is recomended to always rekey the nulticast group
when soneone is del eted, whether it is because of conproni se reasons
or not.

5.4.2.5 Bulk Renoval of Participants

As indicated in Section 2, the need may arise to renove users in
bulk. If the users are setup as discussed in Section 5.4.1 into
subgroups that wi sh to conmuni cate securely all being under the sane
node, bul k user renoval can be done quite sinply if the whole node is
to be renoved. The same technique as described in Section 5.4.1 is
perfornmed to rekey any shared node key that the renaining
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participants hold in comon with the renbved node.

The probl em of bul k renpval becones nore difficult when the

partici pants to be renpved are di spersed throughout the tree.
Dependi ng on how many participants are to be renobved, and where they
are located within the hierarchy, the nunmber of transm ssions
required to rekey the multicast group could be equivalent to brute
force rekeying of the remaining participants. Al so the question can
be raised as to at what point the renmaining users are restructured
into a new hierarchical tree, or should a new multicast group be
fornmed. Restructuring of the hierarchical tree would nost |ikely be
the preferred option, because it would not necessitate the need to
perform pai rwi se key exchanges again to formthe new user unique
KEKs.

5.4.2.6 | SAKMP Conpatibility

Thus far this docunent has had a major focus on the architectura
trade-offs involved in the generation, distribution, and mai nt enance
of traffic encryption keys (Net Keys) for multicast groups. There
are other elenents involved in the establishment of a secure
connection anong the multicast participants that have not been

di scussed in any detail. For exanple, the concept of being able to
"pi ck and choose" and negotiating the capabilities of the key
exchange nechani sm and vari ous other elenments is a very inportant and
necessary aspect.

The NSA proposal to the Internet Engi neering Task Force (IETF)
Security Subworking Group [Ref. 3] entitled "Internet Security
Associ ati on and Key Managenent Protocol (ISAKMP)" has attenpted to
identify the various functional elenents required for the
establ i shnent of a secure connection for the |argest current network,
the Internet. While the proposal has currently focused on the
probl em of point to point connections, the functional elenents should
be the same for multicast connections, with appropriate changes to
the techni ques chosen to inplenment the individual functiona

el ements. Thus the inplenentation of | SAKMP is conmpatible with the
use of the hierarchical tree approach

6.0 SUWMARY

As discussed in this report, there are two nmain areas of concern when
addressing solutions for the nmulticast key nanagenent problem They
are the secure initialization and rekeying of the nmulticast group
with a common net key. At the present tinme, there are nultiple
papers which address the initialization of a multicast group, but
they do not adequately address how to efficiently and securely renove
a conprom sed user fromthe nulticast group
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Thi s paper proposed a hierarchical tree approach to neet this
difficult problem It is robust against collusion, while at the sane
time, bal ancing the nunmber of transm ssions required and storage
required to rekey the multicast group in a time of conprom se.

It is also inportant to note that the proposal recommended in this
paper is consistent with other nulticast key managenment sol utions
[4], and allows for nultiple options for its inplenmentation

7.0 Security Considerations
Security concerns are discussed throughout this meno.
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