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1. Introduction

A managenent system contains: several (potentially nmany) nodes, each
with a processing entity, terned an agent, which has access to
management instrumentation; at |east one managenent station; and, a
management protocol, used to convey nanagenent information between
the agents and managenent stations. Operations of the protocol are
carried out under an adm nistrative franmework which defines

aut henti cation, authorization, access control, and privacy policies.

Management stations execute managenent applications which nmonitor and
control managed el ements. Managed el enents are devi ces such as
hosts, routers, termnal servers, etc., which are nonitored and
controll ed via access to their managenent infornmation.

The managenent protocol, version 2 of the Sinple Network Management
Protocol [1], may be used over a variety of protocol suites. It is
the purpose of this docunent to define how the SNVPv2 maps onto an
initial set of transport domamins. Oher mappings may be defined in
the future.

Al t hough several nmappings are defined, the mapping onto UDP is the
preferred mapping. As such, to provide for the greatest |evel of

i nteroperability, systens which choose to depl oy other mappings
shoul d al so provide for proxy service to the UDP napping.

1.1. A Note on Term nol ogy

For the purpose of exposition, the original Internet-standard Network
Management Framework, as described in RFCs 1155 (STD 16), 1157 (STD
15), and 1212 (STD 16), is termed the SNMP version 1 franmework
(SNWPv1l). The current framework is ternmed the SNMP version 2
framewor k ( SNMPv2) .
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2. Definitions
SNVPv2- TM DEFINI TIONS ::= BEG N

| MPORTS
OBJECT- | DENTI TY, snnpDonmai ns, snmpProxys
FROM SNWPv2- SM
TEXTUAL- CONVENTI ON
FROM SNMPv2- TC

-- SNWPv2 over UDP over |Pv4

snnmpUDPDonai n OBJECT- | DENTI TY
STATUS current
DESCRI PTI ON
"The SNWMPv2 over UDP transport domain. The corresponding
transport address is of type SnnpUDPAddress."
;.= { snnpDonmains 1 }

SnnpUDPAddr ess :: = TEXTUAL- CONVENTI ON
DI SPLAY- HI NT "1d. 1d. 1d. 1d/ 2d"
STATUS current
DESCRI PTI ON
"Represents a UDP address:
octets contents encodi ng
1-4 | P- addr ess net wor k- byt e order
5-6 UDP- port net wor k- byt e order
SYNTAX OCTET STRING (SIZE (6))

-- SNWPv2 over OS

snpCLNSDomai n OBJECT- | DENTI TY
STATUS current
DESCRI PTI ON
"The SNMPv2 over CLNS transport dommin. The corresponding
transport address is of type SnnpOSI Address. "
::={ snnpDomains 2 }

snnpCONSDonmai n OBJECT- | DENTI TY
STATUS current
DESCRI PTI ON
"The SNMPv2 over CONS transport dommin. The correspondi ng
transport address is of type SnnpOSlI Address. "
::={ snnpDomains 3 }
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SnnpOsSl Addr ess :: = TEXTUAL- CONVENTI ON
DI SPLAY- HI NT "*1x:/1x:"
STATUS current
DESCRI PTI ON
"Represents an OS|I transport-address:
octets contents encodi ng
1 | engt h of NSAP 'n’ as an unsi gned-int eger
(either 0 or from3 to 20)
2..(n+1) NSAP concrete binary representation
(n+2)..m TSEL string of (up to 64) octets
SYNTAX OCTET STRING (SIZE (1 | 4..85))

-- SNWPv2 over DDP

snnpDDPDonai n OBJECT- | DENTI TY
STATUS current
DESCRI PTI ON
"The SNMPv2 over DDP transport donmain. The corresponding
transport address is of type SnnpNBPAddress."
::={ snnpDomains 4 }

SnnpNBPAddr ess :: = TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"Represents an NBP nane:
octets contents encodi ng
1 I ength of object ’'n’ as an unsigned integer
2..(n+1) obj ect string of (up to 32) octets
n+2 [ ength of type "p’ as an unsigned integer
(n+3) .. (n+2+p) type string of (up to 32) octets
n+3+p | ength of zone g’ as an unsigned integer
(n+4+p) .. (n+3+p+g) zone string of (up to 32) octets

For conparison purposes, strings are case-insensitive A
strings may contain any octet other than 255 (hex ff)."
SYNTAX OCTET STRING (SIZE (3..99))

-- SNWPv2 over |PX

snnpl PXDomai n OBJECT- | DENTI TY
STATUS current
DESCRI PTI ON
"The SNWMPv2 over |PX transport domain. The corresponding
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transport address is of type Snnpl PXAddress."
::= { snnpDonains 5 }

Snnpl PXAddr ess :: = TEXTUAL- CONVENTI ON
DI SPLAY- HI NT "4x. 1x: 1x: 1x: 1x: 1x: 1x. 2d"
STATUS current
DESCRI PTI ON
"Represents an | PX address:
octets contents encodi ng
1-4 net wor k- nunber net wor k- byt e order
5-10 physi cal - addr ess net wor k- byt e order
11-12 socket - nunber net wor k- byt e order
SYNTAX OCTET STRING (SIZE (12))

-- for proxy to SNMPvl (RFC 1157)

rfcll57Pr oxy OBJECT IDENTIFIER ::= { snnpProxys 1 }
rfcli57Domai n  OBJECT- | DENTI TY

STATUS current

DESCRI PTI ON

"The transport domain for SNVMPvl over UDP. The
correspondi ng transport address is of type SnnpUDPAddress."
{ rfcll57Proxy 1 }

{ rfcll57Proxy 2 } this ODis obsolete

END

3. SNwWPv2 over UDP
This is the preferred transport mappi ng.

3.1. Serialization
Each instance of a message is serialized (i.e., encoded according to
the convention of [1]) onto a single UDP[2] datagram using the
algorithm specified in Section 8.

3.2. \Well-known Val ues
It is suggested that adm nistrators configure their SNMPv2 entities

acting in an agent role to listen on UDP port 161. Further, it is
suggested that notification sinks be configured to Iisten on UDP port
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162.

When an SNWPv2 entity uses this transport nmapping, it nmust be capable
of accepting messages that are at | east 484 octets in size.
I mpl enent ati on of |arger values is encouraged whenever possible.

4. SNWPv2 over OS|
This is an optional transport nmapping.
4.1. Serialization

Each instance of a nessage is serialized onto a single TSDU [3,4] for
the OSI Connectionl ess-node Transport Service (CLTS), using the
al gorithm specified in Section 8.

4.2. \Well-known Val ues

It is suggested that adm nistrators configure their SNMPv2 entities
acting in an agent role to listen on transport selector "snnp-I"
(which consists of six ASCI|I characters), when using a CL-node
network service to realize the CLTS. Further, it is suggested that
notification sinks be configured to listen on transport sel ector
"snnpt-1" (which consists of seven ASCI| characters, six letters and
a hyphen) when using a CL-npde network service to realize the CLTS.
Similarly, when using a CO npbde network service to realize the CLTS,
the suggested transport selectors are "snmp-o0" and "snnmpt-o0", for
agent and notification sink, respectively.

When an SNWPv2 entity uses this transport nmapping, it nust be capable
of accepting nmessages that are at | east 484 octets in size.
| mpl enent ati on of |arger values is encouraged whenever possible.
5. SNWPv2 over DDP
This is an optional transport napping.

5.1. Serialization

Each instance of a message is serialized onto a single DDP datagram
[5], using the algorithmspecified in Section 8.

5.2. Wl l-known Val ues
SNWPv2 nessages are sent using DDP protocol type 8.  SNMPv2 entities

acting in an agent role listens on DDP socket number 8, whil st
notification sinks |listen on DDP socket nunber 9.
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Admi ni strators must configure their SNMPv2 entities acting in an
agent role to use NBP type "SNWP Agent" (which consists of ten ASCI
characters), whilst notification sinks nust be configured to use NBP
type "SNVP Trap Handl er" (which consists of seventeen ASCI
characters).

The NBP nane for agents and notification sinks should be stable - NBP
names shoul d not change any nore often than the I P address of a
typical TCP/IP node. It is suggested that the NBP nane be stored in
some form of stable storage.

When an SNWPv2 entity uses this transport mapping, it nust be capable
of accepting nmessages that are at | east 484 octets in size.
I mpl enent ation of |arger values is encouraged whenever possible.

5.3. Discussion of AppleTal k Addressing

The Appl eTal k protocol suite has certain features not nmanifest in the
TCP/ 1P suite. AppleTalk’s nam ng strategy and the dynam ¢ nature of
address assignment can cause problens for SNMPv2 entities that w sh
to nmanage Appl eTal k networks. TCP/IP nodes have an associated |IP
address whi ch distingui shes each fromthe other. |In contrast,

Appl eTal k nodes generally have no such characteristic. The network-

| evel address, while often relatively stable, can change at every
reboot (or nore frequently).

Thus, when SNMPv2 is mapped over DDP, nodes are identified by a
"nanme", rather than by an "address". Hence, all AppleTal k nodes that
i mpl enent this mapping are required to respond to NBP | ookups and
confirms (e.g., inplenent the NBP protocol stub), which guarantees
that a mapping from NBP nane to DDP address will be possible.

In determning the SNVP identity to register for an SNWPv2 entity, it
i s suggested that the SNMP identity be a name which is associ ated
with other network services offered by the machine.

NBP | ookups, which are used to nap NBP nanes into DDP addresses, can
cause | arge amounts of network traffic as well as consunme CPU
resources. It is also the case that the ability to perform an NBP

| ookup is sensitive to certain network disruptions (such as zone
tabl e i nconsi stenci es) which would not prevent direct AppleTal k
comuni cati ons between two SNMPv2 entities.

Thus, it is recommended that NBP | ookups be used infrequently,
primarily to create a cache of name-to-address nmappi ngs. These
cached mappi ngs shoul d then be used for any further SNWP traffic. It
is recommended that SNMPv2 entities acting in a manager role should
mai ntain this cache between reboots. This caching can help mnimze

SNVPv2 Wor ki ng G oup St andards Track [ Page 7]



RFC 1906 Transport Mappings for SNMPv2 January 1996

network traffic, reduce CPU | oad on the network, and allow for (sone
amount of) network trouble shooting when the basic nanme-to-address
transl ati on mechani smis broken

5.3.1. How to Acquire NBP nanes

An SNWPv2 entity acting in a nanager role nmay have a pre-configured
list of nanes of "known" SNMPv2 entities acting in an agent role.
Similarly, an SNVMPv2 entity acting in a manager role might interact
with an operator. Finally, an SNMPv2 entity acting in a manager role
m ght conmunicate with all SNMPv2 entities acting in an agent role in
a set of zones or networks.

5.3.2. When to Turn NBP nanes i nto DDP addresses

VWhen an SNWPv2 entity uses a cache entry to address an SNWP packet,
it should attenpt to confirmthe validity mapping, if the mapping
hasn’t been confirned within the last Tl seconds. This cache entry
lifetime, T1, has a mninum default value of 60 seconds, and shoul d
be confi gurabl e.

An SNWPv2 entity acting in a nanager role nay decide to prime its
cache of names prior to actually comunicating with another SNWPv2
entity. In general, it is expected that such an entity may want to
keep certain nappings "nore current” than other nmappings, e.g., those
nodes which represent the network infrastructure (e.g., routers) nay
be deenmed "nore inmportant”.

Note that an SNMPv2 entity acting in a nmanager role should not prinme
its entire cache upon initialization - rather, it should attenpt
resol uti ons over an extended period of tine (perhaps in sone pre-
determ ned or configured priority order). Each of these resol utions
mght, in fact, be a wildcard | ookup in a given zone.

An SNWPv2 entity acting in an agent role nust never prine its cache.
Such an entity should do NBP | ookups (or confirns) only when it needs
to send an SNWP trap. When generating a response, such an entity
does not need to confirma cache entry.

5.3.3. How to Turn NBP nanes into DDP addresses

If the only piece of information available is the NBP name, then an

NBP | ookup shoul d be perforned to turn that nanme into a DDP address.
However, if there is a piece of stale information, it can be used as
a hint to performan NBP confirm (which sends a unicast to the

net wor k address which is presunmed to be the target of the nane

| ookup) to see if the stale information is, in fact, still valid.
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An NBP nanme to DDP address mapping can also be confirned inplicitly
using only SNWMP transactions. For exanple, an SNMPv2 entity acting
in a nmanager role issuing a retrieval operation could also retrieve
the relevant objects fromthe NBP group [6] for the SNMPv2 entity
acting in an agent role. This information can then be correl ated
with the source DDP address of the response.

5.3.4. Vat if NBP is broken

Under sone circunstances, there may be connectivity between two
SNWPv2 entities, but the NBP mappi ng machi nery may be broken, e.g.

o] the NBP FwdReq (forward NBP | ookup onto | ocal attached network)
mechani sm i ght be broken at a router on the other entity’s
net wor k; or,

o] the NBP BrRqg (NBP broadcast request) nechani sm m ght be broken
at a router on the entity’'s own network; or

o] NBP m ght be broken on the other entity’s node.

An SNWPv2 entity acting in a nanager role which is dedicated to

Appl eTal k managenent m ght choose to alleviate some of these failures
by directly inplenmenting the router portion of NBP. For exanple,
such an entity mght already know all the zones on the Appl eTal k
internet and the networks on which each zone appears. G ven an NBP

| ookup which fails, the entity could send an NBP FwdReq to t he
network in which the agent was |last located. |If that failed, the
station could then send an NBP LkUp (NBP | ookup packet) as a directed
(DDP) multicast to each network nunber on that network. O the above
(single) failures, this conbined approach will solve the case where
either the local router’s BrRg-to-FwdReq nechani smis broken or the
renote router’s FwdReqg-to-LkUp nechani smis broken

6. SNWPv2 over | PX
This is an optional transport napping.
6.1. Serialization

Each instance of a message is serialized onto a single |IPX datagram
[7], using the algorithmspecified in Section 8.

6.2. Well-known Val ues

SNWPv2 nessages are sent using |PX packet type 4 (i.e., Packet
Exchange Protocol).

SNVPv2 Wor ki ng G oup St andards Track [ Page 9]



RFC 1906 Transport Mappings for SNMPv2 January 1996

It is suggested that adm nistrators configure their SNMPv2 entities
acting in an agent role to listen on | PX socket 36879 (900f
hexadecimal). Further, it is suggested that notification sinks be
configured to listen on | PX socket 36880 (9010 hexadeci mal)

When an SNWPv2 entity uses this transport mapping, it nust be capable
of accepting nmessages that are at | east 546 octets in size.
I mpl enent ati on of |arger values is encouraged whenever possible.

7. Proxy to SNWPv1

In order to provide proxy to SNWPvl [8], it may be useful to define a
transport dommin, rfcll57Domain, which indicates the transport
mappi ng for SNMP nessages as defined in RFC 1157. Section 3.1 of [9]
specifies the behavior of the proxy agent.

8. Serialization using the Basic Encodi ng Rul es
When the Basic Encoding Rules [10] are used for serialization

(1) Wen encoding the length field, only the definite formis used; use
of the indefinite formencoding is prohibited. Note that when
using the definite-long form it is pernmissible to use nmore than
the m ni mum nunber of |ength octets necessary to encode the |length
field.

(2) Wen encoding the value field, the prinitive formshall be used for
all sinmple types, i.e., INTEGER, OCTET STRING and OBJECT
| DENTI FI ER (either IMPLICIT or explicit). The constructed form of
encodi ng shall be used only for structured types, i.e., a SEQUENCE
or an | MPLICI T SEQUENCE

(3) Wen encodi ng an object whose syntax is described using the BITS
construct, the value is encoded as an OCTET STRING, in which al
the nanmed bits in (the definition of) the bitstring, conmencing
with the first bit and proceeding to the last bit, are placed in
bits 8 to 1 of the first octet, followed by bits 8 to 1 of each
subsequent octet in turn, followed by as many bits as are needed of
the final subsequent octet, commencing with bit 8. Remaining bits,
if any, of the final octet are set to zero on generation and
i gnored on receipt.

These restrictions apply to all aspects of ASN. 1 encoding, including

the nmessage wappers, protocol data units, and the data objects they
cont ai n.
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8.1. Usage Exanple

As an exanpl e of applying the Basic Encoding Rul es, suppose one
wanted to encode an instance of the GetBul kRequest-PDU [1]:

[5] IMPLICIT SEQUENCE {
request-id 1414684022,
non-repeaters 1,
max-repetitions 2,
vari abl e- bi ndi ngs {
{ name sysUpTi e,
val ue { unspecified NULL } },
{ nane i pNet ToMedi aPhysAddr ess,
val ue { unspecified NULL } },
{ name i pNet ToMedi aType,
val ue { unspecified NULL } }

}
}
Applying the BER, this would be encoded (in hexadecimal) as:
[5] IMPLICI T SEQUENCE a5 82 00 39
| NTEGER 02 04 52 54 5d 76
| NTEGER 02 01 01
| NTEGER 02 01 02
SEQUENCE 30 2b
SEQUENCE 30 Ob
OBJECT | DENTIFIER 06 07 2b 06 01 02 01 01 03
NULL 05 00
SEQUENCE 30 od
OBJECT | DENTIFIER 06 09 2b 06 01 02 01 04 16 01 02
NUL L 05 00
SEQUENCE 30 oOd
OBJECT | DENTIFIER 06 09 2b 06 01 02 01 04 16 01 04
NULL 05 00

Note that the initial SEQUENCE is not encoded using the mininum
nunber of length octets. (The first octet of the | ength, 82,
i ndicates that the length of the content is encoded in the next two
octets.)

9. Security Considerations

Security issues are not discussed in this nmeno.
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