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Status of this Menp

This RFC specifies an | AB standards track protocol for the Internet
conmuni ty, and requests discussion and suggestions for inprovenents.
Pl ease refer to the current edition of the "I AB Oficial Protocol

St andards" for the standardization state and status of this protocol.
Distribution of this nmeno is unlimted.

Abst r act

This meno defines a portion of the Managenent |nformati on Base (M B)
for use with network nmanagenent protocols in TCP/I|P-based internets.
In particular, it defines objects for managi ng Miulti protocol
Interconnect (including IP) traffic carried over X. 25. The objects
defined here, along with the objects in the "SNMP M B extension for
the Packet Layer of X. 25"[8], "SNMP M B extension for LAPB'[7], and
the "Definitions of Managed Objects for RS-232-1ike Hardware Devices"
[6], conbine to all ow managenent of the traffic over an X 25 protocol
st ack.
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1. The Network Managenent Franmework

The I nternet-standard Network Management Framework consists of three
conponents. These components give the rules for defining objects,
the definitions of objects, and the protocol for manipul ating

obj ect s.

Thr oop [ Page 1]



RFC 1461 Mul ti protocol |Interconnect on X.25 MB May 1993

The network managenent framework structures objects in an abstract

i nformation tree. The branches of the tree name objects and the

| eaves of the tree contain the values manipul ated to effect
managenment. This tree is called the Managenent I|Infornmation Base or

M B. The concepts of this tree are given in STD 16, RFC 1155, "The
Structure of Managenent Information" or SM [1]. The SM defines the
trunk of the tree and the types of objects used when defining the

| eaves. STD 16, RFC 1212, "Towards Concise M B Definitions" [3],
defines a nore concise description nechanismthat preserves all the
principals of the SM.

The core MB definitions for the Internet suite of protocols can be
found in STD 17, RFC 1213 [4], "Managenent |nformati on Base for
Net wor k Managenent of TCP/I|P-based internets".

STD 15, RFC 1157 [2] defines the SNWP protocol itself. The protoco
defines how to mani pul ate the objects in a renote MB

The tree structure of the MB all ows new objects to be defined for
the purpose of experinentation and eval uation

2. bjects

The definition of an object in the MB requires an object nane and
type. bject nanes and types are defined using the subset of
Abstract Syntax Notation One (ASN. 1) [5] defined in the SM [1].

hj ects are nanmed using ASN. 1 object identifiers, admnistratively
assi gned nanes, to specify object types. The object name, together
with an optional object instance, uniquely identifies a specific

i nstance of an object. For human conveni ence, we often use a textua
string, terned the descriptor, to refer to objects.

nj ects al so have a syntax that defines the abstract data structure
corresponding to that object type. The ASN. 1 | anguage [5] provides
the primtives used for this purpose. The SM [1] purposely
restricts the ASN. 1 constructs which may be used for sinplicity and
ease of inplenmentation.

2.1. Format of Definitions
Section 4 contains the specification of all object types contained in
this MB nodule. The object types are defined using the conventions

defined in the SM, as anmended by the extensions specified in
"Towar ds Concise MB Definitions" [3].
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3. Overview
3.1. Scope

I nstances of the objects defined bel ow provi de nanagenment i nformation
for Multiprotocol Interconnect traffic on X 25 as defined in RFC 1356
[9]. That RFC describes how X. 25 can be used to exchange |P or
network | evel protocols. The multiprotocol packets (1P, CLNP, ES-1S,
or SNAP) are encapsulated in X. 25 frames for transm ssion between
nodes. All nodes that inplenent RFC 1356 must inplenent this MB

The objects in this MB apply to the software in the node that
nmanages X. 25 connections and perforns the protocol encapsulation. A
node in this usage nmaybe the end node source or destination host for
the packet, or it may be a router or bridge responsible for
forwardi ng the packet. Since RFC 1356 requires X 25, nodes that

i mpl enent RFC 1356 mnust al so inplenent the X.25 M B, RFC 1382.

This MB only applies to Multiprotocol |nterconnect over X 25
service. It does not apply to other software that may al so use X 25
(for example PAD). Thus the presence, absence, or operation of such
software will not directly affect any of these objects. (However
connections in use by that software will appear in the X. 25 MB).

3.2. Structure of MB objects

The objects of this MB are organized into three tables: the
m oxPl eTabl e, the m oxPeer Tabl e, and the m oxPeer EncTable. Al
objects in all tables are mandatory for conformance with this MB

The mi oxPl eTabl e defines information relative to an interface used to
carry Miultiprotocol Interconnect traffic over X 25. Such interfaces
are identified by an ifType object in the Internet-standard M B [ 4]

of ddn-x25 or rfc877-x25. Interfaces of type ddn-x25 have a self
contai ned algorithmfor translating between |IP addresses and X 121

addresses. Interfaces of type rfc877-x25 do not have such an
algorithm Note that not all X 25 Interfaces will be used to carry
Mul ti protocol Interconnect traffic. Those interfaces not carrying
such traffic will not have entries in the m oxPleTable. The entries

in the moxPleTable are only for interfaces that do carry

Mul tiprotocol Interconnect traffic over X.25. Entries in the

m oxPl eTabl e are indexed by iflndex to nake it easy to find the
m oxPl eTabl e entry for an interface.

The ni oxPeer Tabl e contains informati on needed to contact an X 25 Peer
to exchange packets. This includes information such as the X 121

address of the peer and a pointer to the X 25 call parameters needed
to place the call. The instance identifiers used for the objects in
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this table are independent of any interface or other tables defined
outside this MB. This table contains the iflndex value of the X 25
interface to use to call a peer

The m oxPeer EncTabl e contains information about the encapsul ation
type used to comunicate with a peer. This table is an extension of
the mioxPeerTable in its instance identification. Each entry in the
nm oxPeer Tabl e may have zero or nore entries in this table. This
table will not have any entries that do not have correspondent
entries in moxPeerTable.

4. Definitions

M OX25-M B DEFINITIONS ::= BEG N
| MPORTS
Count er,
Ti meTi cks
FROM RFC1155- SM
OBJECT- TYPE

FROM RFC- 1212
Di spl ayString, transm ssion
i f1ndex

FROM RFC1213-M B
| nst ancePoi nt er

FROM RFC1316-M B
X121Addr ess

FROM RFC1382-M B
Posi ti vel nt eger

FROM RFC1381-M B

-- | P over X.25 MB

m ox OBJECT IDENTIFIER ::= { transm ssion 38 }
m oxPl e OBJECT IDENTIFIER ::={ mox 1}
m oxPeer OBJECT IDENTIFIER ::= { miox 2}

- - HUHHHHHS R R R R S R R S R R R R R R
- - Pl e Tabl e
- - HUHHHHHSHHH U H U R R R R R R R R R R

-- Systens that inplenment RFC 1356 nust al so inpl enent
-- all objects in this group.

m oxPl eTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF M oxPl eEntry
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ACCESS not-accessi bl e
STATUS nmandat ory
DESCRI PTI ON

"This table contains infornation relative to
an interface to an X 25 Packet Level Entity
(PLE)."

={ moxPle 1 }

m oxPl eEntry OBJECT- TYPE
SYNTAX M oxPl eEntry
ACCESS not -accessi bl e
STATUS nmndat ory
DESCRI PTI ON

"These obj ects nanage the encapsul ati on of
ot her protocols within X 25."

I NDEX { iflndex }

= { moxPleTable 1 }

M oxPIeEnFry 1 = SEQUENCE {

m
m

m

oxPl eMaxCircuits
| NTEGER

oxPl eRef usedConnecti ons
Counter,

oxPl eEnAddr ToX121LkupFl rs
Counter,

oxPl eLast Fai | edEnAddr
OCTET STRI NG

oxPl eEnAddr ToX121LkupFl r Ti me
Ti meTi cks,

oxPl eX121ToEnAddr LkupFl rs
Counter,

oxPl eLast Fai | edX121Addr ess
X121Addr ess,

oxPl eX121ToEnAddr LkupFl r Ti me
Ti meTi cks,

oxPl eQi t Fai l ures
Counter,

oxPl eQi t Fai | ur eRenpt eAddr ess
X121Addr ess,

oxPl eQi t Fai | ureTi ne
Ti meTi cks,

oxPl eM ni mumOpenTi ner
Posi tivel nt eger,

oxPl el nacti vityTi mer
Posi ti vel nt eger,

oxPl eHol dDownTi ner
Posi ti vel nt eger,

oxPl eCol |'i si onRetryTi ner
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Posi ti vel nt eger,
m oxPl eDef aul t Peer | d

| nst ancePoi nt er
}

m oxPl eMaxCircuits OBIJECT- TYPE

SYNTAX | NTEGER (0. .2147483647)

ACCESS read-wite

STATUS mandat ory

DESCRI PTI ON
"The maxi mum nunber of X. 25 circuits that
can be open at one tine for this interface.
A value of zero indicates the interface wll
not allow any additional circuits (as it nmay
soon be shutdown). A value of 2147483647
allows an unlimted nunber of circuits.”

:={ moxPleEntry 1}

m oxPl eRef usedConnecti ons OBJECT- TYPE

SYNTAX Count er

ACCESS read-only

STATUS mandat ory

DESCRI PTI ON
"The nunber of X 25 calls froma renote
systens to this systemthat were cleared by
this system The interface instance should
identify the X 25 interface the call cane in
on."

:={ moxPleEntry 2 }

m oxPl eEnAddr ToX121LkupFl rs OBJECT- TYPE

SYNTAX Count er

ACCESS read-only

STATUS mandat ory

DESCRI PTI ON
"The nunber of tinmes a translation from an
Encapsul ated Address to an X. 121 address
failed to find a corresponding X 121
address. Encapsul ated addresses can be
| ooked up in the m oxPeerTable or translated
via an algorithmas for the DDN. Addresses
that are successfully recognized do not
increment this counter. Addresses that are
not recogni zed (reflecting an abnorma
packet delivery condition) increment this
counter.

If an address translation fails, it may be
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difficult to determ ne which PLE entry
shoul d count the failure. |In such cases the
first likely entry in this table should be
sel ected. Agents should record the failure
even if they are unsure which PLE shoul d be
associated with the failure."

o= { moxPleEntry 3}

nm oxPl eLast Fai | edEnAddr OBJECT- TYPE

SYNTAX OCTET STRING (SI ZE(2..128))

ACCESS read-only

STATUS nmndat ory

DESCRI PTI ON
"The | ast Encapsul ated address that failed
to find a corresponding X. 121 address and
caused m oxPl eEnAddr ToX121LkupFlrs to be
increnented. The first octet of this object
contai ns the encapsul ation type, the
remai ni ng octets contain the address of that
type that failed. Thus for an |P address,
the length will be five octets, the first
octet will contain 204 (hex CC), and the
| ast four octets will contain the IP
address. For a snap encapsul ation, the
first byte would be 128 (hex 80) and the
rest of the octet string would have the snap
header."

c:={ moxPleEntry 4 }

m oxPl eEnAddr ToX121LkupFl r Ti me OBJECT- TYPE

SYNTAX Ti neTi cks

ACCESS read-only

STATUS mandat ory

DESCRI PTI ON
"The nmost recent val ue of sysUpTi ne when the
translation froman Encapsul ated Address to
X. 121 address failed to find a correspondi ng
X. 121 address."

::={ moxPleEntry 5}

m oxPl eX121ToEnAddr LkupFl rs OBJECT- TYPE
SYNTAX Count er
ACCESS read-only
STATUS mandat ory
DESCRI PTI ON
"The nunber of tines the translation from an
X. 121 address to an Encapsul at ed Address

Thr oop [ Page 7]



RFC 1461 Mul ti protocol |Interconnect on X.25 MB May 1993

failed to find a correspondi ng Encapsul at ed
Address. Addresses successfully recognized
by an al gorithmdo not increnent this
counter. This counter reflects the nunber
of times call acceptance encountered the
abnormal condition of not recognizing the
peer."

::={ moxPleEntry 6 }

m oxPl eLast Fai | edX121Address OBJECT- TYPE
SYNTAX X121Address
ACCESS read-only
STATUS nmandat ory
DESCRI PTI ON
"The | ast X 121 address that caused
m oxPl eX121ToEnAddr LkupFl rs to increase."
:={ moxPleEntry 7 }

m oxPl eX121ToEnAddr LkupFI r Ti me OBJECT- TYPE

SYNTAX Ti meTi cks

ACCESS read-only

STATUS mandat ory

DESCRI PTI ON
"The npbst recent val ue of sysUpTi ne when the
translation froman X 121 address to an
Encapsul ated Address failed to find a
correspondi ng Encapsul at ed Address."

::={ moxPleEntry 8 }

m oxPl eQbi t Fai | ures OBJECT- TYPE

SYNTAX Count er

ACCESS read-only

STATUS mandat ory

DESCRI PTI ON
"The nunber of times a connection was cl osed
because of a Qbit failure."

o= { moxPleEntry 9 }

m oxPl eQbi t Fai | ur eRenot eAddr ess OBJECT- TYPE

SYNTAX X121Address

ACCESS read-only

STATUS nmndat ory

DESCRI PTI ON
"The renote address of the npbst recent
(last) connection that was cl osed because of
a Qbit failure.”

c:={ moxPleEntry 10 }
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m oxPl eQoi t Fai | ureTi me OBJECT- TYPE

SYNTAX Ti nmeTi cks

ACCESS read-only

STATUS mandat ory

DESCRI PTI ON
"The nobst recent val ue of sysUpTi ne when a
connection was cl osed because of a Qbit
failure. This will also be the last tine
that m oxPl eQoitFailures was increnented."”

c:={ moxPleEntry 11 }

m oxPl eM ni munOpenTi ner OBJECT- TYPE
SYNTAX Positivel nteger
ACCESS read-wite
STATUS mandat ory

DESCRI PTI ON
"The mninmumtinme in mlliseconds this
interface will keep a connection open before

allowing it to be closed. A value of zero
i ndicates no tiner."

DEFVAL { 0 }

c:={ moxPleEntry 12 }

m oxPl el nacti vityTi mer OBJECT- TYPE
SYNTAX Positivel nteger
ACCESS read-wite
STATUS mandat ory

DESCRI PTI ON
"The amount of time tine in mlliseconds
this interface will keep an idle connection

open before closing it. A value of
2147483647 indicates no tiner."
DEFVAL { 10000 }
c:={ moxPleEntry 13 }

m oxPl eHol dDownTi mer OBJECT- TYPE

SYNTAX Positivel nteger

ACCESS read-wite

STATUS mandat ory

DESCRI PTI ON
"The hold down timer in mlliseconds. This
is the mni mumanount of tinme to wait before
trying another call to a host that was

previously unsuccessful. A val ue of
2147483647 indicates the host will not be
retried."”

DEFVAL { 0 }

.= { moxPleEntry 14 }
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m oxPl eCol | i si onRet ryTi ner OBJECT- TYPE

SYNTAX Positivel nteger

ACCESS read-wite

STATUS mandat ory

DESCRI PTI ON
"The Collision Retry Timer in mlliseconds.
The tine to delay between call attenpts when
the maxi mum nunber of circuits is exceeded
inacall attenmpt.”

DEFVAL { 0 }

c:={ moxPleEntry 15 }

m oxPl eDef aul t Peer |l d OBJECT- TYPE

SYNTAX | nst ancePoi nt er

ACCESS read-wite

STATUS mandat ory

DESCRI PTI ON
"This identifies the instance of the index
in the m oxPeerTable for the default
parameters to use with this interface

The entry identified by this object may have
a zero | ength Encapsul ati on address and a
zero length X 121 address.

These default paraneters are used with
connections to hosts that do not have
entries in the m oxPeerTabl e. Such
connections occur when using ddn-x25 | P-X 25
address mappi ng or when accepting
connections fromother hosts not in the

m oxPeer Tabl e.

The m oxPeer EncTable entry with the sane
i ndex as the m oxPeerTabl e entry specifies
the call encapsulation types this PLE wll
accept for peers not in the ni oxPeerTabl e.
I f the mi oxPeerEncTabl e doesn’t contain any
entries, this PLE will not accept calls from
entries not in the m oxPeerTable."

.= { moxPleEntry 16 }

- - HUHHHHHS R R R R S R R S R R R R R R
- - Peer Tabl e
- - HUHHHHHSHHH U H U R R R R R R R R R R
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-- Systens that inplenment RFC 1356 nust al so inpl enent

-- all objects in this group.

m oxPeer Tabl e OBJECT- TYPE

SYNTAX SEQUENCE OF M oxPeerEntry

ACCESS not -accessi bl e
STATUS nmandat ory
DESCRI PTI ON

"This table contains information about the
possi bl e peers this machi ne may exchange

packets with."
;.= { moxPeer 1}

nm oxPeer Entry OBJECT- TYPE
SYNTAX M oxPeer Entry
ACCESS not -accessi bl e
STATUS mandat ory
DESCRI PTI ON

"Per peer information."

| NDEX { mi oxPeer | ndex
::={ moxPeerTable 1}

M oxPeerEntry ::= SEQUENCE {
m oxPeer | ndex
Posi ti vel nt eger,
m oxPeer St at us
| NTEGER,
m oxPeer MaxCircuits
Posi tivel nt eger,
m oxPeer | f | ndex
Posi ti vel nt eger,
m oxPeer Connect Seconds
Count er,
m oxPeer X25Cal | Par anl d
| nst ancePoi nt er,
m oxPeer EnAddr
OCTET STRI NG
m oxPeer X121Addr ess
X121Addr ess,
m oxPeer X25Circuitld
| nst ancePoi nt er,
m oxPeer Descr
Di splayString
}

m oxPeer | ndex OBJECT- TYPE
SYNTAX Positivel nteger

Thr oop
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ACCESS read-only

STATUS nmandat ory

DESCRI PTI ON
"An index value that distingui shed one entry
fromanother. This index is independent of
any other index."

.= { moxPeerEntry 1}

-- Systenms can claimconformance with this MB w thout
-- inplementing sets to moxPeerStatus with a val ue of
-- clearCall or makeCall
-- Al other defined val ues nust be accepted.
-- Inplenmentors should realize that allow ng these val ues
-- provides richer managenent, and inpl enentations
-- are encouraged to accept these val ues.
m oxPeer St at us OBJECT- TYPE
SYNTAX | NTEGER ({
valid (1),
creat eRequest (2),
under Creation (3),

invalid (4),
clearCall (5),
makeCal | (6)

ACCESS read-write

STATUS nmandat ory

DESCRI PTI ON
"This reports the status of a peer entry.
A value of valid indicates a nornmal entry
that is in use by the agent. A value of
underCreation indicates a newy created
entry which isn’'t yet in use because the
creating managenent station is still setting
val ues.

The value of invalid indicates the entry is
no |l onger in use and the agent is free to
delete the entry at any tinme. A nanagenent
station is also free to use an entry in the
invalid state.

Entries are created by setting a val ue of
createRequest. Only non-existent or invalid
entries can be set to createRequest. Upon
receiving a valid createRequest, the agent
will create an entry in the underCreation
state. This object can not be set to a

val ue of underCreation directly, entries can
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only be created by setting a val ue of
createRequest. Entries that exist in other
than the invalid state can not be set to
creat eRequest .

Entries with a value of underCreation are
not used by the system and the nanagenent
station can change the val ues of other
objects in the table entry. Managenent
stations should al so renmenber to configure
val ues in the m oxPeerEncTable with the sane
peer index value as this peer entry.

An entry in the underCreation state can be
set to valid or invalid. Entries in the
underCreation state will stay in that state
until 1) the agent tines themout, 2) they
are set to valid, 3) they are set to
invalid. |If an agent notices an entry has
been in the underCreation state for an
abnormally long tinme, it may decide the
management station has failed and invalidate
the entry. A prudent agent will understand
that the managenent station may need to wait
for human input and will allow for that
possibility inits determ nation of this
abnormal Iy [ ong period.

Once a nmanagenent station has conpl eted al
fields of an entry, it will set a value of
valid. This causes the entry to be
acti vat ed.

Entries in the valid state may al so be set
to makeCall or clearCall to make or clear
X.25 calls to the peer. After such a set
request the entry will still be in the valid
state. Setting a value of nakeCall causes
the agent to initiate an X 25 call request
to the peer specified by the entry. Setting
a value of clearCall causes the agent to
initiate clearing one X. 25 call present to
the peer. Each set request will initiate
another call or clear request (up to the
maxi mum al | owed) ; this means that managenent
stations that fail to get a response to a
set request should query to see if a cal

was in fact placed or cleared before
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retrying the request. Entries not in the
valid state can not be set to makeCall or
clearCall.

The val ues of nmkeCall and clearCall provide
for circuit control on devices which perform
Et hernet Bridging using static circuit
assignment wi thout address recognition

ot her devi ces which dynanmically place calls
based on destination addresses nay reject
such requests.

An agent that (re)creates a new entry
because of a set with createRequest, should
al so (re)create a m oxPeerEncTable entry
with a m oxPeerEnclndex of 1, and a
m oxPeer EncType of 204 (hex CC)."

;.= { moxPeerEntry 2}

m oxPeer MaxCi rcui ts OBJECT- TYPE

SYNTAX Positivel nteger

ACCESS read-wite

STATUS mandat ory

DESCRI PTI ON
"The maxi mum nunmber of X 25 circuits all owed
to this peer."

DEFVAL { 1}

::={ moxPeerEntry 3}

m oxPeer | f | ndex OBJECT- TYPE

SYNTAX Positivel nteger

ACCESS read-write

STATUS mandat ory

DESCRI PTI ON
"The value of the iflndex object for the
interface to X. 25 to use to call the peer."

DEFVAL { 1}

::={ moxPeerEntry 4}

m oxPeer Connect Seconds OBJECT- TYPE
SYNTAX Count er
ACCESS read-only
STATUS nmandat ory

DESCRI PTI ON
"The nunber of seconds a call to this peer
was active. This counter will be
i ncrenented by one for every second a
connection to a peer was open. |If two calls
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are open at the sanme tinme, one second of
el apsed real tine will results in two
seconds of connect tinme."

::={ moxPeerEntry 5 }

m oxPeer X25Cal | Param d OBJECT- TYPE

SYNTAX | nst ancePoi nt er

ACCESS read-wite

STATUS mandat ory

DESCRI PTI ON
"The instance of the index object in the
x25Cal | Par niTabl e from RFC 1382 for the X 25
call paraneters used to comrunicate with the
renote host. The well known value {0 0}
i ndi cates no call paranmeters specified."

DEFVAL { {0 0} }

.= { moxPeerEntry 6 }

m oxPeer EnAddr OBJECT- TYPE

SYNTAX OCTET STRING (SIZE (0..128))

ACCESS read-wite

STATUS mandat ory

DESCRI PTI ON
"The Encapsul ati on address of the renote
host napped by this table entry. A length
of zero indicates the renote |IP address is
unknown or unspecified for use as a PLE
defaul t.

The first octet of this object contains the
encapsul ati on type, the remmining octets
contain an address of that type. Thus for
an | P address, the length will be five
octets, the first octet will contain 204
(hex CC), and the last four octets wll
contain the I P address. For a snap
encapsul ation, the first byte would be 128
(hex 80) and the rest of the octet string
woul d have the snap header."

DEFVAL { "' h }

.= { moxPeerEntry 7 }

m oxPeer X121Addr ess OBJECT- TYPE
SYNTAX X121Address
ACCESS read-wite
STATUS mandat ory
DESCRI PTI ON
"The X. 25 address of the renpte host napped
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by this table entry. A zero length string
i ndi cates the X. 25 address is unspecified
for use as the PLE default."

DEFVAL { "' h }

.= { moxPeerEntry 8 }

-- Systens can claimconformance to this M B without
-- inmplementing sets to m oxPeer X25Ci rcui tld.
-- However systens that use PVCs with RFC1356
-- are encouraged to inplement sets.
m oxPeer X25Ci rcui t1d OBJECT- TYPE
SYNTAX | nst ancePoi nt er
ACCESS read-write
STATUS nmandat ory
DESCRI PTI ON
"This object identifies the instance of the
index for the X. 25 circuit open to the peer
mapped by this table entry. The well known
value {0 0} indicates no connection
currently active. For nultiple connections,
this identifies the index of a multiplexing
table entry for the connections. This can
only be witten to configure use of PVCs
whi ch means the identified circuit table
entry for a wite nust be a PVC."
DEFVAL { {0 0} }
::={ moxPeerEntry 9 }

m oxPeer Descr OBJECT- TYPE

SYNTAX DisplayString (Sl ZE (0..255))

ACCESS read-write

STATUS nmandat ory

DESCRI PTI ON
"This object returns any identification
i nformati on about the peer. An agent may
supply the coment information found in the
configuration file entry for this peer. A
zero length string indicates no infornmation
avail able.”

DEFVAL { "' h }

::={ moxPeerEntry 10 }

- - HHUARHHHHH TR R R R H R R R
-- Peer Encapsul ati on Tabl e
- - HURBHHHHH TR R R R
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m oxPeer EncTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF M oxPeer EncEntry

ACCESS not -accessible

STATUS mandat ory

DESCRI PTI ON
"This table contains the list of
encapsul ati ons used to communi cate with a
peer. This table has two indexes, the first
identifies the peer, the second
di stingui shes encapsul ati on types.

The first index identifies the corresponding
entry in the m oxPeerTable. The second

i ndex gives the priority of the different
encapsul ati ons.

The encapsul ation types are ordered in
priority order. For calling a peer, the
first entry (m oxPeerEnclndex of 1) is tried
first. |If the call doesn’t succeed because
the remote host clears the call due to

i nconmpatible call user data, the next entry
inthe list is tried. Each entry is tried
until the list is exhausted.

For answering a call, the encapsul ation type
requested by the peer rmust be found the list
or the call will be refused. |If there are
no entries in this table for a peer, al

call requests fromthe peer will be refused.

Objects in this table can only be set when
the m oxPeer Status object with the sane
i ndex has a val ue of underCreation. Wen
that status object is set to invalid and
deleted, the entry in this table with that
peer index nust al so be deleted."

c:={ moxPeer 2}

m oxPeer EncEnt ry OBJECT- TYPE
SYNTAX M oxPeer EncEntry
ACCESS not-accessi bl e
STATUS nmandat ory
DESCRI PTI ON
"Per connection information."
| NDEX { m oxPeer | ndex, m oxPeerEncl ndex}
::= { moxPeerEncTable 1 }
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M oxPeer EncEntry ::= SEQUENCE {
m oxPeer Encl ndex
Posi ti vel nt eger,
m oxPeer EncType
| NTEGER
}

m oxPeer Encl ndex OBJECT- TYPE

SYNTAX Positivel nteger

ACCESS read-only

STATUS mandat ory

DESCRI PTI ON
"The second index in the table which
di stingui shes different encapsul ation
types."

::= { moxPeerEncEntry 1 }

m oxPeer EncType OBJECT- TYPE

SYNTAX | NTEGER (0. . 256)

ACCESS read-write

STATUS mandat ory

DESCRI PTI ON
"The val ue of the encapsul ation type. For
| P encapsul ation this will have a val ue of
204 (hex CC). For SNAP encapsul at ed
packets, this will have a value of 128 (hex
80). For CLNP, |1SO 8473, this will have a
val ue of 129 (hex 81). For ES-ES, |SO 9542,
this will have a value of 130 (hex 82). A
val ue of 197 (hex C5) identifies the Bl acker
X. 25 encapsul ation. A value of O,
identifies the Null encapsul ation

This value can only be witten when the
m oxPeer St at us object with the sane
m oxPeer | ndex has a val ue of underCreation
Setting this object to a value of 256
deletes the entry. Wen deleting an entry,
all other entries in the m oxPeer EncTabl e
with the sane m oxPeerlndex and with an
m oxPeer Encl ndex hi gher then the del eted
entry, will all have their m oxPeerEncl ndex
val ues decrenented by one."

;2= { moxPeerEncEntry 2 }

- - HEHHBHBHHBH A BB H AR B B A R R R R

END
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7. Security Considerations

Security issues are not discussed in this meno.
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