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Abstract

This draft proposes a generic routing nethod and protocol for a
regul ar data center network, nanmed as the fault-avoi dance routing
(FAR) protocol. FAR protocol provides a generic routing nethod for
all types of network architectures that are proposed for |arge-scale
cl oud- based data centers over the past few years. FAR protocol is
wel | designed to fully I everage the regularity in the topol ogy and
conpute its routing table in a sinplistic manner. Fat-tree is taken
as an exanple architecture to illustrate how FAR protocol can be
applied in real operational scenarios.
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1. Introduction

In recent years, with the rapid devel opnent of cloud conputing

t echnol ogi es, the w dely depl oyed cl oud services, such as Amazon EC2
and Googl e search, bring about huge challenges to data center
networking (DCN). Today’'s cl oud-based data centers (DCs) require

| arge-scal e networks with I arger internal bandw dth and small er
transfer delay. However, conventional networks cannot neet such
requirenents due to limtations in their network architecture. 1In
order to satisfy the requirenments of cloud conputing services, nmany
new network architectures have been proposed for data centers, such
as Fat-tree, MatrixDCN, and BCube. These new architectures can
support non-bl ocking | arge-scal e datacenter networks with nore than
tens of thousands of physical servers.

Al'l the architectures have a common feature that is with a regul ar
topology. Here a regular topology is not a mathenmatical ordefinite
conception, which neans a non- arbitrary network fabric, an inerratic
network fabric. |In a regular topology, each network node such as a
switch or router can be addressed by its |location and through its
address the node’s connectionsin a network can be determ ned, and
furthernore, the route to the node fromother nodes in the network
can be det erm ned.

This draft proposes a generic routing nmethod and protocol, fault-

avoi dance routing (FAR) protocol, for DCNs. This nmethod | everages
the regularity in the topol ogies of data center networks to sinplify
routing learning and accel erate the query of routing tables. This
routing nmethod has a better fault tol erance and can be applied to any
DCN with a regul ar topol ogy.

FAR is not a routing protocol to replace gerneric routing protocols

such as OSPF and IS-1S. It cannot e used in general |ocal networks
whose topol ogical structures are arbitrary, and whose scal esare al so
notvery large. OSPF works very well in such a network. But in a

| arge-scale network with regul ar topol ogy, FAR has a better
performance. Conpared with OSPF and | S-1S&#65292; FAR has shorter
time of network convergence and | ower PDU overhead. Furthernore, FAR
requires | ess conputing and storage resources, which |et FAR routers
has | ower cost of production than generic routers.
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In addation, for each type of architecture, researchers designed a
routing algorithmaccording to the features of its topology. Because
these routing algorithnms are different and | ack conpatibility with
each other, it is very difficult to develop a routing protocol for
network routers supporting multiple routing algorithns. FAR has
better adaptability than these specified routing nethods.

1.1. Acronyns & Definitions
DCN - Data Center Network
FAR - Faul t - avoi dance Routi ng
BRT - Basic Routing Table
NRT - Negative Routing Table

NDT

Nei ghbor Devi ces Tabl e
ADT - Al Devices Table
LFT - Link failure Table
DA - Devi ce Announcenent
LFA - Link Failure Announcenent
DLR&#168; C Devi ce and Li nk Request
| P - Internet Protocol
UDP - User Datagram Protocol
VM - Virtual Machine
2. Conventions used in this docunment
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL
NOr™*, " SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTI ONAL" in
this docunment are to be interpreted as described in RFC 2119
[RFC2119]. In this docunent, these words will appear with that

interpretation only when in ALL CAPS. Lower case uses of these words
are not to be interpreted as carrying RFC 2119 significance.
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3.

3.

Pr obl em St at enent

The problemto be addressed by FAR as proposed in this draft is
described in this section. The expansion of Coud data center

net wor ks has brought significant challenges to the existing routing
technol ogies. FAR mainly solves a series of routing problens faced
by | arge-scal e data center networks.

1. The Inpact of Large-scale Networks on Route Cal cul ation

In a large-scale cloud data center network, there nmay be thousands of
routers. Running OSPF and other routing protocols in such network

wi |l encounter these two challenges: a) Network convergence tine
woul d be too Iong, which will cause a |longer tine to el apse for
creating and updating the routes. The response tinme to network
failures may be excessively high; b) a |large nunber of routing

prot ocol packets need to be sent. The routing information consunes a
| ot of network bandwi dth and CPU resources, which easily leads to
packet | oss and nmakes the problem (a) nore prom nent.

In order to solve these problens, a comopn practice is partitioning
the large network into sone small areas, where the route cal cul ation
runs i ndependently within different areas. However, nowadays the
cloud data centers typically require very large internal bandw dth.
To neet this requirenent, a |arge nunber of parallel equivalent |inks
are deployed in the network, such as the Fat-tree network
architecture. Partitioning the network will affect the utilization
of routing algorithmon equivalent multi-path and reduce internal

net wor k bandw dth requirenents.

In the FAR routing cal culati on process, a Basic Routing Table (BRT)
is built on local network topology |everaging the regularity of the
network topologies. |In addition to BRT, FAR also builds a Negative
Routing Table (NRT). FAR gradually builds NRT in the process of

| earning network link failure information, which does not require

| earning the conplete network fault information. FAR does not need
to wait for the conpletion of the network convergence in the process
of building these two tables. Therefor, it avoids the problem of
excessi ve network convergence overheads in the route cal cul ation
process. In addition, FAR only needs to exchange a snmall anount of
i nk change informati on between routers, and hence consunes | ess
net wor k bandw dt h.
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3.

2.

D | emma of conventional routing methods in a | arge-scal e network
wi th gi ant nunber nodes of routers

There are nmany real world scenario where tens of thousands of
nodes(or much nore nodes) need to be deployed in a flat area, such as
i nfiniband routing and switching system high-performance conputer
network, and many I DC networks in China. The simlar problens have
been exi sted | ong ago. People have sol ved the probl ens through
simlar solutions, such as the traditional regular topol ogy-based
RFC3619 protocol, the routing protocols of infiniband routing and

swi tching system and hi gh-performance conputer network routing

pr ot ocol .

I nfiniband defines a swi tch-based network to interconnect processing
nodes and the I/O nodes. The network is conposed of HCAs, Swi tches
and SMs. SMs are responsible for the discovery, configuration,
activation, and nanagenent of the entire subnets. SMs can be on the
nodes of any subnets (such as Switches, Routers or HCAs). SMs
exchange control managenent packets through subnet managenent
interfaces SMs and subnet managenent agents SMAs. These control
packets are call ed subnet managenent packets SMPs. SMPs use
unreliabl e datagram service to send. SMPs are divided into the |id
routing and directional routing, and SMPs use directional routing for
net wor k topol ogy di scovery before the network initialization.

I nfiniband can support very | arge scale networks, use the regularity
in topology to sinplify its routing algorithm which is just the sane
to what we do in FAR

Way conventional routing methods do not work well in a |arge-scale
network with giant nunber nodes of routers?

As everyone knows, the conventional routing protocol uses nmultiple
dat abases, nore topol ogi cal exchange information (as seen in the
foll ow ng exanple) and conplicated algorithm It requires routers to
consune nore menory and CPU processing capability. But the
processing rate of CPU on the protocol nessage per second is very
limted. Wen the network expands, CPU will quickly approach its
processing limts, and at this time the conventional routing protocol
can not continue to expand the scale of the managenent. The SPF
algorithmitself does not thoroughly solve these probl ens.

On the contrary, FAR does not have the convergence tine delay and the
addi ti onal CPU overheads, which SPF requires. Because in the initial
stage, FAR already knows the regular information of the whol e network
t opol ogy and does not need to periodically do SPF operation.

One of the exanples of "nore topol ogi cal exchange information”
In the the conventional routing protocol, LSA floods every 1800
seconds. Especially in the |arger network, the occupation of CPU and
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band bandwi dth will soon reach the router’s performance bottl eneck.
In order to reduce these adverse effects, the conventional routing
protocol introduced the concept of Area, which still has not solved
the problemthoroughly). By dividing the Area into several areas,
the routers in the sane area do not need to know t he topol ogical
details outside their area. (In conparison wwth FAR after the
conventional routing protocol introducing the concept of Area, the
equi val ent paths cannot be selected in the whole network scope)

OSPF can achieve the following results by Area : 1) Routers only need
to maintain the sane |ink state databases as other routers within the
same Area, W thout the necessity of maintaining the sane |link state
dat abase as all routers in the whole OSPF domain. 2) The reduction
of the link state databases neans dealing with relatively fewer LSA,
whi ch reduces the CPU consunption of routers; 3) The |arge nunber of
LSAs flood only within the sane Area. But, its negative effect is
that the smaller nunber of routers which can be managed i n each OSPF
area. On the contrary, because FAR does not have the above

di sadvant ages, FAR can al so manage | arge-scal e network even w t hout

di vi di ng Areas.

The aging tinme of OSPF is set in order to adapt to routing
transformati on and protocol nessage exchange happened frequently in

the irregular topology. 1Its negative effect is: when the network
does not change, the LSA needs to be refreshed every 1800 seconds to
reset the aging tine. |In the regular topology, as the routings are

fixed, it does not need the conplex protocol nessage exchange and
aging rules to reflect the routing changes, as |ong as LFA mechani sm
in the FAR i s enough.

Therefore, in FAR, we can omt many unnecessary processing and the
packet exchange. The benefits are fast convergence speed and nuch

| arger network scal e than other dynam c routing protocol. Now there
are some successful inplenentations of sinplified routings in the
regul ar topology in the HPC environnment. Conclusion: As FAR needs
few routing entries and the topology is regular, the database does
not need to be updated regularly. Wthout the need for aging, there
is no need for CPU and bandw dth overhead brought by LSA flood every
30 m nutes, so the expansion of the network has no obvious effect on
t he performance of FAR which is contrary to OSPF.

Conpari son of convergence tinme: The settings of OSPF spf_del ay and
spf _hold_tinme can affect the change of convergence tinme. The
convergence time of the network with 2480 nodes is about 15-20
seconds(as seen in the follow ng pages); while the FAR does not need
to calculate the SFP, so there is no such convergence tine.

These issues still exist in rapid convergence technol ogy of OSPF and
SIS (such as |1-SPF). The convergence speed and network scal e
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constraint each other. FAR does not have the above problens, and the
convergence time is al nost negligible.

Can FRR sol ve these problens? |IP FRR has sone limtations. The
establishment of I P FRR backup schenme will not affect the original
topol ogy and traffic forwardi ng which are established by protocol,
however, we can not get the information of whereabouts and status
when the traffic is swtched to an alternate next hop.

3.3. Network Addressing |Issues

Routers typically configure nmultiple network interfaces, each
connected to a subnet. OSPF and other routing algorithnms require

t hat each interface of the router nust be configured with an IP
address. A |arge-scale data center network may contai n thousands of
routers. Tens of thousands of |IP addresses nay be needed to
configure for each router with dozens of network interfaces. It wll
be a very conplex issue to configure and manage a | arge nunber of
network interfaces. Network maintenance is usually costly and error-
prone. It will be difficult to troubl eshoot the problens.

In FAR, the device position information is encoded in the |IP address
of the router. Each router only needs to be assigned a unique |IP
address according its |ocation, which greatly solves conpl ex network
addressing issues in | arge-scal e networKks.

3.4. Big Routing Table Issues

There are a | arge nunber of subnets in the |arge-scale data center
network. Routers may build a routing entry for each subnet, and
therefore the size of the routing tables on each router nay be very
large. It wll increase equipnment cost and reduce the querying speed
of the routing table.

FAR uses two neasures to reduce the size of the routing tables: a)
Builds a BRT on the regularity of the network topol ogies; b)

introduces a newrouting table, i.e., a NRT. In this way FAR can
reduce the size of routing tables to only a few dozen routing
entries.

3.5. Adaptivity Issues for Routing Algorithmns

To inplenment efficient routing in |arge-scale datacenters, besides
FAR, sone other routing nethods are proposed for sonme specific
network architectures, such as Fat-tree and BCube. These routing

nmet hods are different(from both design and inplenmentation viewpoi nts)
and not conpatibile with the conventional routing nmethods, which
brings big troubles to network equi pnent providers to devel op new
routers supporting various new routing nethods.
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FAR is a generic routing nethod. Wth slight nodification, FAR

nmet hod can be applied to nost of regul ar datacenter networKks.
Furthernore, the structure of routing tables and querying a routing
table in FAR are the sane as conventional routing nethod. |If FAR s
adopt ed, the workload of developing a new type of router will be
significantly decreased.

3.6. Virtual Machine Mgration |Issues

Supporting VM nmigration is very inportant for cloud-based datacenter
networks. However, in order to support |layer-3 routing, routing

nmet hods i ncluding OSPF and FAR require limting VM mgration wwthin a
subnet. For this paradox, the mainstream nethods still utilize

| ayer-3 routing on routers or switches, transmt packets encapsul ated
by IPinlP or MAC nl P between hosts by tunnels passing through network
to the destination access switch, and then extract origi nal packet

out and send it to the destination host.

By utilizing the aforementioned nethods, FAR can be applied to Fat-
tree, MatrixDCN or BCube networks for supporting VM mgration in
entire network.

4. The FAR Fr anewor k

FAR requires that a DCN has a regul ar topol ogy, and network devi ces,
including routers, switches, and servers, are assigned |P addresses
according to their locations in the network. |In other word, we can
| ocate a device in the network according to its |IP address.

FAR is a distributed routing nmethod. 1In order to support FAR, each
router needs to have a routing nodule that inplenents the FAR
algorithm FAR algorithmis conposed of three parts, i.e., |ink-

state learning, routing table building and routing table querying, as
shown in Fig. 1.
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5.

5.

Li nk-state Learning Routing Table | Routing Table

I
| Building
I |  Querying
S S \ | +-------- + | Packet s
| 2 Device|<--|] 1 Neighbor & |----- > 5 BRT \ |
| Lear ni ng| | Link Detection| | | Buil ding]|\ | |
R + L / | +-------- +\ \ |/
| | | e
I I I I'l| 7 Querying |
\ |/ \ |/ | / || Routing Tabl e|
Fommm e e e e e +| / [ +-------------- +
| 3 I'nvisible Neighbor & || / |
| Link Failure Inferring || +--------- |
R I + /] 6 NRT | |
| /| Bui | di ng| |
\ |/ [ +-------- + |
Fom - + /| |
| 4 Link Failure| / | |
| Learning | | |
R + | |
I I

Figure 1. The FAR franework

Li nk-state learning is responsible for a router to detect the states
of its connected links and |learn the states of all the other links in
the entire network. The second part builds two routing tables, a
basic routing table (BRT) and an negative routing table (NRT),
according to the learned |link states in the first part. The third
part queries the BRT and the NRT to decide a next forwarding hop for
t he received (ingress) packets.

Dat a For mat
1. Data Tables
Sone data tables are mmintained on each router in FAR  They are:

Nei ghbor Device Table (NDT): To store nei ghbor routers and rel ated
i nks.

All Devices Table (ADT): To store all routers in the entire network.

Link Failures Table (LFT): To store all link failures in the entire
net wor k.

Basic Routing Table (BRT): To store the candi date routes.
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Negative Routing Tabl e(NRT): To store the avoiding routes.

The format of NDT

Device ID| Device IP| Port ID| Link State | Update Tine
Device ID: The 1D of a neighbor router.

Device | P: The I P address of a nei ghbor router.

Port ID: The port ID that a neighbor router is attached to.

Link State: The state of the link between a router and its nei ghbor
router. There are two states: Up and Down.

Update Tine: The tine of updating the entry.

The format of ADT

Device ID| Device IP| Type | State | Update Tine
Device ID: The I D of a neighbor router.

Device | P: The I P address of a nei ghbor router.
Type: The type of a neighbor router.

State: The state of a neighbor router. There are two states: Up and
Down.

Update Tine: The tine of updating the entry.

The format of LFT

No | Router 1 IP | Router 2 IP | Tinestanp

No: The entry nunber.
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Router 1 IP;: The | P address of one router that a failed |ink connects
to.

Router 2 I P: The | P address of another router that a failed |ink
connects to.

Timestanp: It identifies when the entry is created.

The format of BRT

Destination | Mask | Next Hop | Interface | Update Tine
Destination: A destination network

Mask: The subnet mask of a destination network.

Next Hop: The I P address of a next hop for a destination.
Interface: The interface related to a next hop.

Update Tine: The time of updating the entry.

The format of NRT

Destination| Mask| Next Hop| Interface| Failed Link No| Tinmestanp
Destinati on: A destination network.
Mask: The subnet nmask of a destination network.

Next Hop: The I P address of a next hop that should be avoided for a
destinati on.

Interface: The interface related to a next hop that should be
avoi ded.

Fail ed Link No: A group of failed link nunbers divided by "/", for
exanple 1/2/3

Ti mestanp: The tine of updating the entry.
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5.2. Messages
Some protocol nessages are exchanged between routers in FAR

Hel | o Message: This nessage i s exchanged between nei ghbor routers to
| earn adj acency.

Devi ce Announcement (DA): Synchronize the know edge of routers
bet ween routers.

Li nk Fail ure Announcenent (LFA): Synchronize link failures between
routers.

Devi ce and Link Request (DLR): Wen a router starts, it requests the
know edge of routers and links fromits neighbors by a DLR nessage.

A FAR Message is directly encapsulated in an I P packet. The protocol
field of IP header indicates an | P packet is an FAR nessage. The
protocol of IP for FAR should be assigned by | ANA.

The four types of FAR nessages have sanme format of packet header,
call ed FAR header (as shown in Figure 2).

[<--- 1 --->] <--- 1 --->|<--------- 2 - e e e - - >|
R S oo +
| Version | Message Type| Message Length |
o e e e o - Fom e e o o +
| Checksum | AuType |
e T +
| Aut henti cati on |
oo o e e e e e e eeaoaoooo-- +
| Aut hent i cati on |
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e +
| Ti mest anp |
TR +

Figure 2. The format of FAR header
Versi on: FAR version
Message Type: The type of FAR nessage.
Packet Length: The packet length of the total FAR nessage.

Checksum The checksum of an entire FAR nessage.
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AuType: Aut hentication type. 0: no authentication, 1: Plaintext
Aut hentication, 2: MD5 Authentication.
Aut hentication: Authentication information. 0: undefined, 1. Key, 2:
key ID, MD5 data | ength and packet nunber. MD5 data is appended to
t he backend of the packet.

AuType and Authentication can refer to the definition of OSPF packet.

[<--- 1 --->] <--- 1 --->|<--------- 2 ~---eeennn >|
R N o +
| Version | Message Type| Message Length |
R R o e e e e e e e a e - +
| Checksum | AuType |
Fom e e e e e e e e e oo o Fom e e e e e e e e e oo o +
| Aut henti cati on |
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m o +
| Aut henti cati on |
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e - +
| Ti mest anp |
o m e e e e e e e e e e e e e e e e e e e +
| Router I P |
o o +
| Hel | ol nt er val | Hel | oDeadl nterval |
o e e e e e e e a e - o e e e e e e e a e - +
| Nei ghbor Router |P |
o m e e e e e e e e e e e e e e e e e e e +
| - |
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m o +

Figure 3. The Format of Hell o Messages

For Hell o nmessages, the Message Type in FAR header is set to
1. Besi des FAR header, a Hell o nessage(Fig. 3) requires the foll ow ng
fields:

Router | P: The router | P address.

Hell ol nterval : The interval of sending Hell o nessages to nei ghbor
routers.

Rout er Deadl nterval : The interval to set a nei ghbor router dead(out-
of -service). |If inthe interval time, a router doesn’'t receive a
Hel | o nessage fromits nei ghbor router, the neighbor router is
treated as dead.
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Nei ghbor Router |P: The |IP address of a neighbor router. Al the
nei ghbor router’s addresses should be included in a Hell o nessage.

| <----21---->] <----1---->|<---------- P >|
S P S +
| Version | Message Type| Message Length |
R R o e e e e e e e a e - +
| Checksum | AuType |
o e e e e e e e e o e e e e e e e e +
| Aut henti cati on |
o ot o e o e e e e e e e e e e e e e e e e e ie—aa— oo +
| Aut henti cati on |
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e - +
| Ti mest anp |
o e e e e e e e e o e e e e e e e e +
| Routerl IP |
o ot o e o e e e e e e e e e e e e e e e e e ie—aa— oo +
| - |
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e - +

Figure 4. The Format of DA Messages
For DA nessages(Fig. 4), the Message Type in FAR header is set to 2.

Besi des FAR header, a DA nessage includes |IP addresses of all the
announced routers.
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| <----1---->] <----1l---->|<---------- R >|
R S oo +
| Version | Message Type| Message Length |
o e e e o - Fom e e o o +
| Checksum | AuType |
e T +
| Aut henti cati on |
oo o e e e e e e eeaoaoooo-- +
| Aut hent i cati on |
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e +
| Ti mest anp |
e T +
| Left IP |
oo o e e e e e e eeaoaoooo-- +
| Right IP |
o o +
| State |
TSR +
| C. |
oo o e e e e e e eeaoaoooo-- +

Figure 5. The Format of LFA Messages
For LFA nessages(Fig. 5), the Message Type in FAR header is set to 3.
Besi des FAR header, a LFA nessage includes all the announced |ink
failures.
Left IP. The IP address of the left endpoint router of a |ink.
Right IP. The I P address of the right endpoint router of a Iink.

State: Link state. 0: Up, 1: down

Bin Liu, et al. Expires May 3, 2016 [ Page 16]



| nt er net - Draf t FAR for DCN Cct ober 2015

| <----1---->] <----1l---->|<---------- R >|
R S oo +
| Version | Message Type| Message Length |
o e e e o - Fom e e o o +
| Checksum | AuType |
e T +
| Aut henti cati on |
oo o e e e e e e eeaoaoooo-- +
| Aut hent i cati on |
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e +
| Ti mest anp |
TR +

Figure 6: The Format of DLR Messages

For DLR nessages(Fig. 6), the Message Type in FAR header is set to
1. Except for FAR header, DLR has no additional fields.

6. FAR Mdul es
6.1. Neighbor and Link Detection Mdul e( ML)

ML is responsi ble for sending and receiving Hell o nessages, and
detecting directly-connected Iinks and nei ghbor routers. Each Hello
nmessage is encapsul ated in a UDP packet. ML sends Hell o nessages
periodically to all the active router ports and receives Hello
nmessages fromits neighbor routers. ML detects nei ghbor routers and
directly-connected |inks according to received Hell o Messages and
stores these neighbors and Iinks into a Nei ghbor Devices Tabl e (NDT).
Additionally, ML also stores the neighbor routers into an All Devices
Tabl e (ADT).

6.2. Device Learning Mdul e( M2)

M2 is responsible for sending, receiving, and forwardi ng device
announcenent (DA) nessages, learning all the routers in the whole
networ k, and deducing faulted routers. Wen a router starts, it
sends a DA nessage announcing itself to its neighbors and a DLR
nmessage requesting the know edge of routers and links fromits

nei ghbors. |If M nodule of a router receives a DA nessage, it checks
whet her the router encapsulated in the nessage is in an ADT. If the
router is not in the ADT, M2 puts this router into the ADT and
forwards this DA nessage to all the active ports except for the

i ncom ng one, otherw se, M discards this nessage directly. |If M
nmodul e of a router receives a DLR nessage, it replies a DA nessage

t hat encapsul ates all of the | earned routers.
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6.3. Invisible Neighbor and Link Failure Inferring Mdul e( M3)

MB is responsible for inferring invisible neighbors of the current
router by means of the ADT. |If the link between the router A and its
nei ghbor B breaks, which results in that ML nodul e of A cannot detect
the existence of B, then B is an invisible neighbor of A Since a
device's location is coded into its IP address, it can be judged

whet her two routers are adjacent, according to their |P addresses.
Based on this idea, MB infers all of the invisible neighbors of the
current router and the related Iink failures. The results are stored
into a NDT. Moreover, link failures also are added into a |ink-
failure table (LFT). LFT stores all of the failed links in the
entire network.

6.4. Link Failure Learning Mdul e( M4)

M4 is responsi ble for sending, receiving and forwarding link failure
announcenent (LFA) and learning all the link failures in the whole
network. M4 broadcasts each newy inferred link failure to all the
routers in the network. Each link failure is encapsulated in a LFA
nmessage and one link failure is broadcasted only once. [If a router
receives a DLR request fromits neighbor, it will reply a LFA nessage
that encapsulates all the learned link failures through M4 nodul e.

If M4 receives a LFA nessage, it checks whether the link failure
encapsul ated in the nessage is in a LFT by conparing two |ink ends
and tinmestanp. If the link failure is not in the LFT or tinmestanp is
different, M4 puts this link failure into the LFT (or update

ti mestanp only) and forwards this LFA nessage to all the active ports
except for the incom ng one, otherw se, M4 discards this nessage
directly.

There is a special case a router will rebroadcast a link failure. |If
a router receives a data packet and nust forward the packetgoi ng
ahead to destinationthrough a failed link, it means sone previous
router should avoid this failed link according to its NRT but it
doesn’t. In this case, maybe the previous router m ssed the LFA
nmessage of the link failuredue to sone uncertain reasons. So the
forwardi ng routerrebroadcasts the LFA nessage again.

6.5. BRT Buil di ng Modul e( Mb)

Mb is responsible for building a BRT for the current router. By

| everaging the regularity in topology, Mo can cal culate the routing
paths for any destination wthout the know edge of the topol ogy of
whol e network, and then build the BRT based on a NDT. Since the IP
addresses of network devices are continuous, Mo only creates one
route entry for a group of destination addresses that have the sane
network prefix by neans of route aggregation technology. Usually,
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6.

6.

6.

7.

the size of a BRT is very small. The detail of howto build a BRT is
described in section 5.

NRT Bui | di ng Modul e( Mb)

Mo is responsible for building a NRT for the current router. Because
Mb builds a BRT without considering link failures in network, the
routi ng paths cal cul ated by the BRT cannot avoid failed links. To
solve this problem a NRT is used to exclude the routing paths that

i nclude sonme failed links fromthe paths calculated by a BRT. M
calculate the routing paths that include failed Iinks and stored them
into the NRT. The details of howto build a NRT is described in
section 5.

Routi ng Tabl e Lookup( M)

M/ is responsi ble for querying routing tables and sel ecting the next
hop for forwarding the packets. Firstly, M/ takes the destination
address of a forwarding packet as a criterion to | ook up route
entries in a BRT based on |ongest prefix match. Al of the matched
entries are conposed of a candidate hops list. Secondly, M/ | ook up
negative route entries in a NRT taking the destination address of the
forwardi ng packet as criteria. This lookup is not limted to the

| ongest prefix match, any entry that matches the criteria would be
sel ected and conposed of an avoiding hops list. Thirdly, the

candi dat e hops m nus avoi di ng hops are conposed of an applicabl e hops
list. At last, M/ sends the forwardi ng packet to any one of the
applicable hops. |If the applicable list is enpty, the forwarding
packet will be dropped.

How a FAR Router Works

Figure 7 shows how a FAR router works by its FSM

R \

| Start |

I I

L il /

I

- + | 1
I I I
| \ |/ \ |/
| o e e e e e e e e o - +
|2 | ND |
I
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Figure 7: The Finite State Machine of FAR Router

1) When a router starts up, it starts a Hello thread and then starts
ND (nei ghbor detection) tinmer (3 seconds). Next the router goes into
ND ( nei ghbor detection) state.

2)In the ND state, if a router received a Hell o nessage, then it
perfornms a Hell o-nmessage processing and goes back to the ND state.
3)When the ND tinmer is over, a router goes into ND-FIN (neighbor
detection finished) state.

4)A router starts the LFD (link failure detection) thread and DFD
(device failure detection) state, and sends DA nessage and DLR
message to all of its active ports. Then the router goes into Listen

state.

5) If arouter receives a Hell o nessage, then goes into HELLO RECV
state.

6) a router receives a DLR nessage, then goes into DLR-RECV state.

| f
7) If a router receives a DA nessage, then goes into DA-RECV state.
8) If a router receives a LFA nessage, then goes into LFA-RECV state.
9) Arouter perforns the Hell o-nmessage processing. After that, it
goes back to Listen state.
10) A router performs the DLR nmessage processing. After that, it
goes back to Listen state.
11) A router perfornms the DA-nessage processing. After that, it goes
back to Listen state.
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12) A router performs the LFA-nmessage processing. After that, it
goes back to Listen state.

13) Hello thread produces and sends Hell o nessages to all its ports
periodically.

14) LFD thread calls link-failure-detection processing to check Iink

failures in all links periodically
15) DA thread produces and sends DA nessages periodically (30
m nut es) .

16) When DFD thread starts up, it sleep a short tine (30 seconds) to
wait for a router learning all the active routers in the network.
Then the thread calls the device-failure-detection processing to
check device failures periodically (30 m nutes).

8. Conpatible Architecture

As a generic routing protocol, FAR can be run in various DCNs with
regul ar topology. Up to now, we have inplenented the FAR protocol
for 4 types of DCN, including Fat-tree, BCube, Matri xDCN and Di anond.

For different network architectures, nost processing of FARIis sane
besi des cal cul ation of routing tables. BRT routing tables are
cal cul at ed based on Hell o messages and NRT routing tables are

cal cul at ed based on LFA nessages in FAR To extend FAR to support a
new network architecture, only processing of Hello and LFA nessages
need providing to build BRT and NRT routing tables.

In this protocol, FAR can support maximally 12 network architectures
and at |east support 1 built-in network architecture, such as Fat-
tree, BCube and Matri xDCN, etc. Each network architecture is assigned
a uni que nunber from1l to 12. For exanple, if the 1 built-in
architectures are assigned 1, and other custom zed architectures are
assigned 2 to 12.

1: Fat-tree
2: BCube

3: Matri xDCN
4: XXX.

120 XXX

9. Application Exanple

In this section, we take a Fat-tree network(Fig. 7) as an exanple to
describe how to apply FAR routing. Since ML to M4 are very sinple,
we only introduce how the nodules Mo, M5, and M7 work in a Fat-tree
net wor k.

A Fat-tree network is conposed of 4 |layers. The top layer is core
| ayer, and the other |ayers are aggregation |ayer, edge |ayer and
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server |ayer.
k/2 swi tches.
connected to k/2 hosts.

of the k-port switches in the aggregation |ayer.
Each core switch has one port connected to

k-port core swtches.
each of the k pods.

There are k pods,
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Figure 8. Fat-tree Network

Aggregation switches are given addresses of the form 10. pod. 0. sw tch,

where pod denotes the pod nunber,
that switch in the upper pod (in [1

k/2]).

and switch denotes the position of
Edge switches are given

addresses of the form 10. pod. switch. 1, where pod denotes the pod

nunber,

pod (in [1, k/2]).

10.0.j.1i, where j and
Bin Liu, et al.

Expires May 3, 2016

and switch denotes the position of that switch in the | ower
The core switches are given addresses of the form
denote that switch's coordinates in the
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(k/2)2 core switch grid (each in[1, (k/2)], starting fromtop-left).
The address of a host follows the pod switch to which it is connected
to; hosts have addresses of the form 10.pod.switch.ID, where IDis
the host’s position in that subnet (in [2, k/2+1], starting fromleft
to the right).

9.1. BRT Building Procedure

By | everaging the topology’'s regularity, every switch clearly knows
how it forwards a packet. Wen a packet arrives at an edge switch,
if the destination of the packet lies in the same subnet with the
swtch, then the switch directly forwards the packet to the
destination server through |ayer-2 switching. OQherw se, the switch
forwards the packet to any of aggregation switches in the sane pod.
When a packet arrives at an aggregation switch, if the destination of
the packet lies in the sane pod, the switch forwards the packet to
the correspondi ng edge switch. Oherwi se, the switch forwards the
packet to any of core switches that it is connected to. |If a core
switch receives a packet, it forwards the packet to the correspondi ng
aggregation switch that lies in the destination pod.

The forwardi ng policy discussed above is easily expressed through a
BRT. The BRT of an edge switch, such as 10.1.1.1, is conposed of the
follow ng entries:

Desti nati on/ Mask Next hop
10.0.0.0/255.0.0.0 10.1.0.1
10. 0.0.0/255.0.0.0 10.1.0.2

The BRT of an aggregation switch, such as 10.1.0.1, is conposed of
the follow ng entries:

Desti nati on/ Mask Next hop
10.1. 1.0/ 255 255.255.0 10.1.1.1
10. 1. 2. 0/ 255. 255. 255. 0 10.1. 2.1
10.0.0.0/255.0.0.0 10.0.1.1
10.0.0.0/255.0.0.0 10.0.1.2

The BRT of acore switch, such as 10.0.1.1, is conposed of the
follow ng entries:
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9.

9.

Dest i nati on/ Mask Next hop
10.1.0.0/255 255.0.0 10.1.0.1
10. 2. 0.0/ 255. 255.0.0 10.2.0.1
10. 3. 0.0/ 255.255.0.0 10.3.0.1
10. 4. 0.0/ 255.255.0.0 10.4.0.1

2. NRT Building Procedure

The route entries in an NRT are related with Iink and node fail ures.
We sumarize all types of cases into three (3) catal ogs.

2.1. Single Link Failure

In Fat-tree, Links can be classified as 3 types by their |ocations:

1) servers to edge switches; 2) edge to aggregation sw tches; 3)
aggregation to core switches. Link failures between servers to edge
swtches only affect the comrunication of the correspondi ng servers
and don’t affect the routing tables of any switch, so we only discuss
the second and third type of links failures.

Edge to Aggregation Sw tches

Suppose that the |ink between an edge swtch, such as 10.1.2.1 (A,
and an aggregation switch, such as 10.1.0.1(B),fails. This link
failure may affect 3 types of conmmunicati ons.

0 Sources lie in the sanme subnet with A and destinations do not. 1In
this case, the link failure will only affect the routing tables of A
As this link is attached to A directly, A only needs to delete the
route entries whose next hop is Bin its BRT and add no entries to
its NRT when A's M6 nodul e detect the link failure.

o Destinations lie in the same subnet with A, and sources lie in

anot her subnet of the same pod. In this case, the link failure wll
affect the routing tables of all the edge switches in the sane pod
except for A  \Wien an edge switch, such as 10.1.1.1, learns the link
failure, it will add a route entry to its NRT:

Desti nati on/ Mask Next hop
10. 1. 2. 0/ 255. 255. 255. 0 10.1.0.1

0 Destinations lie in the same subnet wwth A sources lie in another
pod. In this case, the link failure will affect the routing tables
of all the edge switches in the other pods. Wen an edge switch in
one ot her pod, such as 10.3.1.1, learns the link failure, because al
the routings that pass through 10.3.0.1 to Awll certainly pass
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t hrough the link between A and B, 10.3.1.1 need add a route entry to

its NRT:
Desti nati on/ Mask Next hop
10. 1. 2. 0/ 255. 255. 255. 0 10.3.0.1

Aggregation to Core Sw tches

Suppose that the |link between an aggregation switch, such as 10.1.0.1
(A), and a core switch, such as 10.0.1.2(B), fails. This link
failure may affect 2 types of communicati ons.

o Sources lie in the sane pod (pod 1) with A and destinations lie in
the other pods. 1In this case, the link failure will only affect the
routing tables of A° As this link is attached to A directly, A only
need to delete the route entries whose next hopis Bin its BRT and

add no entries to its NRT when A's Mo nodul e detect the Iink failure.

o Destinations lie in the same pod (pod 1) with A and sources lie in
another pod. In this case, the link failure will affect the routing
tabl es of all the aggregation switches in other pods except for pod
1. \When an aggregation switch in one other pod, such as 10.3.0.1,
learns the link failure, because all the routings that pass through
10.0.1.2 to the pod 1 where Alies wll certainly pass through the
link between A and B, 10.3.0.1 need add a route entry to its NRT

Desti nati on/ Mask Next hop
10.1.0.0/255.255.0.0 10.0.1.2

9.2.2. A Goup of Link Failures

If all the uplinks of an aggregation switch fail, then this switch
cannot forward packets, which will affect the routing of every edge
switches. Suppose that all the uplinks of the node A (10.1.0.1)
fail, it wll affect two types of conmmuni cati ons.

o Sources lie in the sane pod (pod 1) with A and destinations lie in
the other pods. |In this case, the link failures will affect the
routing of the edge switches in the Pod of A To avoid the node A,
each edge switch should renove the route entry "10.0.0.0/255.0.0.0
10.1.0.1" in which the next hop is the node A

o Destinations lie in the same pod (pod 1) with A and sources lie in
other pods. In this case, the link failures will affect the routing
of edge switches in other pods. For exanple, if the edge switch

10.3. 1.1 communi cates with sone node in the pod of A it should avoid
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t he node 10.3.0.1, because any comuni cation through 10.3.0.1 to the
pod of A wll pass through the node A, So a route entry should be
added to 10.3.1.1:

Desti nati on/ Mask Next hop
10. 1. 0.0/ 255.255.0.0 10.3.0.1
9.2.3. Node Failures
At |ast, we discuss the effect of node failures to a NRT. There are
3 types of node failures: the failure of edge, aggregation and core

sw t ches.

0 An edge switch fails. The failure doesn’'t affect the routing table
of any switch

o Acore swtch fails. Only when all the core swi tches connected to

t he sane aggregation switch fail, they will affect the routing of
other switches. This case is equal to the case that all the uplinks
of an aggregation switch fail, so the process of link failures can
cover it.

0 An aggregation switch fails. This case is simlar to the case that
all the uplinks of an aggregation switch fail. It affects the
routi ng of edge switches in other pods, but doesn't affect the
routing of edge switches in pod of the failed switch. The process of
this failure is sanme to the second case in section 6. 2. 2.

9.3. Routing Procedure
FAR decides a routing by looking up its BRT and NRT. W illum nate
the routing procedure by an exanple. 1In this exanple, we suppose
that the link between 10.3.1.1 and 10.3.0.2 and the |ink between
10.1.2.1 and 10.1.0.2 have failed. Then we |ook into the routing
procedure of a communication from10.3.1.3 (source) to 10.1.2.2
(destination).

Step 1. The source 10.3.1.3 sends packets to its default router
10.3.1.1

Step 2: The routing of 10.3.1.1.
1) Cal cul ate candi date hops

10.3.1.1 |l ooks up its BRT and gets the foll ow ng matched entri es:
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Dest i nati on/ Mask Next hop
10.0.0.0/255.0.0.0 10.3.0.1
So the candi date hops = {10.3.0.1}
2) Cal cul ate avoi di ng hops
Its NRT is enpty, so the set of avoiding hop is enpty too.
3) Cal cul ate applicable hops
The applicabl e hops are candi date hops m nus avoi di ng hops, so:
The applicable hops = {10.3.0. 1}
4) Forward packets to 10.3.0.1
Step 3: The routing of 10.3.0.1
1) Cal cul ate candi date hops.

10.3. 0.1 looks up its BRT and gets the foll owi ng matched entri es:

Dest i nati on/ Mask Next hop
10. 1. 0.0/ 255.255.0.0 10.0.1.1
10. 1. 0. 0/ 255. 255.0.0 10.0.1.2

So the candidate hops = {10.0.1.1, 10.0.1.2}

2) Cal cul ate avoi di ng hops

Desti nati on/ Mask Next hop

10.1.0.0/255.255.0.0 10.0.1.2

So the avoi ding hops = {10.0. 1. 2}

3) Cal cul ate applicable hops

The applicabl e hops are candi date hops m nus avoi di ng hops, so:
The applicable hops = {10.0.1. 1}

4) Forward packets to 10.0.1.1
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Step
routi

Step
routi

Step

4: 10.0.1.1 forwards packets to 10.1.0.1 by looking up its
ng tables.

5: 10.1.0.1 forwards packets to 10.1.2.1 by looking up its
ng tabl es.

6:10.1.2.1 forwards packets to the destination 10.1.2.2 by

| ayer-2 sw tching.

9.4. FAR s Performance in Large-scal e Networks

FAR has good performanceto support |arge-scale networks. In this

secti

on, we take a Fat-tree networkconposed of 2,880 48-port sw tches

and 27,648 servers as an exanple to show FAR s perfornmance.

9.4.1.

The nunber of control messages required by FAR

FAR exchanges a few nessages between routers and only consunes a

littl

e network bandw dth. Tab. 1 shows the required nessages in the

exanpl e Fat-tree networKk.
Tabl e 1: Required nessages in a Fat-tree network.

Message Type| Scope | size(bytes) | Rate | Bandw dth

DLR |

adj acentswitches| less than 48 | (1) | 48bytes

DA |entire network| less than 48 | (2) |1.106M

LFA |

entire network| less than 48 | (3) |48 bytes

(1) Produce one when arouter starts
(2) The nunber of switches(2,880) in a period
(3) Produce one when a link fails or recovers

9.4.2.

The Cal cul ating Time of Routing Tables

A BRT is calculated according to the states of its neighbor routers
and attached links. An NRT is cal cul ated according to device and

i nk

failures in the entire network. So FAR does not cal cul ate

networ k topol ogy and has no probl em of network convergence, which
greatly reduces the calculating tine of routing tables. The
detection and spread time of link failures is very short in FAR
Detection tinme is up to the interval of sending Hello nmessage. In

FAR,

the interval is set to 100nms, and a link failure will be

detected in 200ns. The spread tine between any pair of routers is

| ess

Bi n Li u,

than 200ns.If alink fails in a data center network, FAR can
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detect it, spread it to all the routers, and cal culate routing tables
in no nore than 500ms.

4.3. The Size of Routing Tables
For the test Fat-tree network, the sizes of BRTs and NRTs are shown
in Tab. 2.

Tabl e 2: The size of routing tables in FAR

Routing Table|] Core Switch | Aggregation Switch | Edge Switch

BRT | 48 | 48 | 24

NRT | 0| 14 | 333

The BRT's size at a switch is determ ned by the nunber of its

nei ghbor switches. |In the exanple network, a core switch has 48

nei ghbor switches (aggregation switch), so it has 48 entries inits
BRT. Only aggregati on and edge swi tches have NRTs. The NRT size at a
switch is related to the nunber of link failures in the network.
Suppose that there are 1000 link failures in the exanple network, the
nunber of failed links is 1.2%of total links, which is a very high
failure ratio. W suppose that link failures are uniformy
distributed in the entire network. The NRT size at an edge switch is
about 333 and the NRT size of an aggregation switch is about 14in
aver age.

Concl usi on

This draft introduces FAR protocol, a generic routing nethod and
protocol, for data centers that have a regular topology. It uses two
routing tables, a BRT and a NRT, to store the normal routing paths
and avoiding routing paths, respectively, which makes FAR very sinple
and efficient. The sizes of two tables are very small. Usually, a
BRT has only several tens of entries and a NRT has only several or
about a dozen entries.
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