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Abstract

This document describes the state machines for the General Internet Sigreaispit (GIST). The states
of GIST nodes for a géen « ow and their transitions are presented in order to illustrate GBS T may be
implemented.
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1. Introduction

This document describes the state machines for GIST [1], trying woleive GIST can be implemented to
support its deplment. Thestate machines described in this document are illustredthow the GIST
protocol deEned in [1] may be implemented for the GIST nodesgeiredtflocations of a s« path. Where
there are dferences [1] are authorita. The state machines are infornvatinly. Implementations may
achieve the same results using féifent methods.

There are tw types of possible entities for GIST signaling:

- GIST querying node - GIST node that initiates the disgoof the nat peer;

- GIST responding node - GIST node that is the dieeml net peer;

We cescribe a set of state machines for these entities to illustrat&IET may be implemented.
2. Terminology

The key words "MUST", "MUST NO", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD",
"SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIOML" in this document are to be interpreted
as described in [2].

3. Notational corventions used in state diagrams

The following text is reused from [3] and the state diagrams are based on trenttons speciEed in [4],
Section 8.2.1 Additional state machine details aregakfrom [5].

The complete td is reproduced here:

State diagrams are used to represent the operation of the protocol by a number of cooperating state machines
each comprising a group of connected, mutuadthesive gates. Onlyone state of each machine can be
active & any gven time.

All permissible transitions between states are represented sathe arravhead denoting the direction of
the possible transitionLabels attached to ams denote the condition(s) that must be met in order for the
transition to tak pace. Allconditions arexpressions thatvaluate to TRJE or FALSE; if a condition
evduates to TRIE, then the condition is meT he label UCT denotes an unconditional transition (i.e., UCT
always evaluates to TRIE). Atransition that is global in nature (i.e., a transition that occurs frgmfahe
possible states if the condition attached to theaaisaret) is denoted by an open astd.e., no speciEc
state is identiCEed as the origin of the transitighen the condition associated with a global transition is
met, it supersedes all othediteconditions including UCT The special global condition BEGIN supersedes
all other global conditions, and once asserted remains asserted until all state hleckssheied to the

point that ariable assignments and other consequences of Heeirteon remain unchanged.

On entry to a state, the procedures deEned for the stajg éfemecuted &actly once, in the order that
they appear on the pagezach action is deemed to be atomic; i.eecation of a procedure completes before
the net sequential procedure starts te@ute. Noprocedures)ecute outside of a state blockhe
procedures in only one state blocleeute at a time,ven if the conditions forxecution of state blocks in
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different state machines are satis®ed, and all procedures xeaurieg state block completeeeution

before the transition to andeution of aly other state block occurs, i.e., theeseution of ary state block
appears to be atomic with respect to tkecation of aly other state block and the transition condition to that
state from the praous state is THE when &ecution commencesThe order of gecution of state blocks in
different state machines is unde®na&dept as constrained by their transition conditioAs/ariable that is

set to a particularalue in a state block retains thilwe until a subsequent state blogkaites a procedure
that modi®es thealue.

On completion of all of the procedures within a state )dlanditions for the state (including all conditions
associated with global transitions) awaleated continuously until one of the conditions is niEte label

ELSE denotes a transition that occurs if none of the other conditions for transitions from the state are met
(i.e., ELSE ®duates to TRIE if all other possiblext conditions from the statevaluate to RLSE). Where

two or more «it conditions with the samewue of precedence become TR simultaneouslythe choice as

to which «it condition causes the state transition tceetdlce is arbitrary

In addition to the aha rotation, there are a couple of clari®cations speci®c to this docurkest, all
boolean ariables are initialized toAE.SE before the state machineeeution bgins. Secondhe folloving
notational shorthand is speci®c to this document:

<variable> = <gpressionl> | s@ression2> | ...

Execution of a statement of this form will result inasiable> haing a \alue of &actly one of the
expressions. Thégic for which of thosexpressions getsxecuted is outside of the state machine
and could be efronmental, con®gurable, or based on another state machine such as that of the
method.

4. StateMachine Symbols

MA
Messaging Association

Upstream/Danstream MRS
Message Routing State with upstreamy/dstream peer state info

0

Used to force the precedence of operators in Boobgamregsions and to delimit thegaiment(s) of
actions within state bes.

Used as a terminating delimiter for actions within stateeboXVhere date box contains multiple
actions, the order ofkecution follons the normal English language gentions for reading te.

Assignment actionThe value of the gpression to the right of the operator is assigned toatieble

to the left of the operatoiwWhere this operator is used to de®ne multiple assignments, e.g., a=b =X
the action causes thalue of the gpression follaving the right-most assignment operator to be
assigned to all of theaviables that appear to the left of the right-most assignment operator
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Logical NOT operator

&&

Logical AND operatar
I

Logical OR operator
if...then...

Conditional action.If the Boolean gpression follaving the if evaluates to TRIE, then the action
following the then is)ecuted.

{ statement 1, ... statement N }
Compound statemenBraces are used to group statements thatxaoeited together as if thavere
a sngle statement.

Inequality Evaluates to TRIE if the expression to the left of the operator is not equakine to the
expression to the right.

Equality Evaluates to TRIE if the expression to the left of the operator is equaldtug to the
expression to the right.

>
Greater thanEvaluates to TRE if the \alue of the gpression to the left of the operator is greater
than the alue of the gpression to the right.

<=
Less than or equal tdvaluates to TRE if the value of the gpression to the left of the operator is
either less than or equal to thelwe of the gpression to the right.

++
Increment the preceding ilgter operator by 1.

+
Arithmetic addition operator

&

Bitwise AND operatar
5. CommonRules
Throughout the document we use terms de®ned in the [1], such as Respgnse, Con®rm.

State machine represents handling of GIST messages that match a Message RousngR3tMNSLPID
and SID and with no protocol errors. Separate parallel instances of the state machines should handle
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messages for ddrent Message Routing States.
The state machine states represent the upstreamgtteam peers states of the Message Routing State.

For simpli®cation not all objects included in a message arevshdnlythose that are signi®cant for the
case are shen. Statemachines do not present handling of messages that are not signi®cant for management
of the states.

Presented in this document state machines do met dbfunctions of a GIST nodeFunctionality of
message forarding, ROA processing, transmission of NSLP data without MRS establishment aridipgo
of the recaied messages to the appropriate MRS, we refer awékdevel pre-processing” stepThe
interaction of this step with the presented here state machines is de®nedvas follo

Pre-processing pwides to the appropriate MRS FSM only the messages which are matelirest agiting
Query/Response cookies, or established MRS MRI+NSLPID prinearyThis is presented by "rx_*"
evants in the state machines.

5.1 CommonProcedures

Tg_SendMsg:
NSLP/GIST API message that request transmission of a NSLP message.

Tg_SetStateLifetime(time_period):
NSLP/GIST APl message priding info for the Lifetime of an RS, required by the application.
"Time_period = 0" represents the cancellation of established RSs/Makegnoy NSLP
application).

Tg_MessageDeleryError:
NSLP/GIST API message informing NSLP application of unsuccessfubdedf a message

Tg_RecvMsg:
NSLP/GIST API message that pides receied message to the NSLP

Tg_NetworkNoti®cation:
NSLP/GIST API message that informs NSLP for change in MRS

Tx_Query:
Transmit of Query message in Dmode

Tx_Response_Dmode:
Transmit of Response message in Dmode

Tx_Con®rm_Dmode:
Transmit of Con®rm message in Dmode

Rx_Query_Dmode:
Receve o Query message in Dmode
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Rx_Response_Dmode:
Receve o Response message in Dmode

Rx_Con®rm_Cmode:
Receve d Con®rm message in Dmode

Tx_Response_Cmode:
Transmit of Response message in Cmode (via MA)

Tx_Con®rm_Cmode:
Transmit of Con®rm message in Cmode (via MA)

Rx_Response_Cmode:
Receve d Response message in Cmode (via MA)

Rx_Con®rm_Cmode:
Receve d Con®rm message in Cmode (via MA)

Queue NSLP msg info:
Save NLSP messages in a queue until a required MA association is established

Tx_Msg_Cmode:
Transmit message in Cmode (via MA)

Rx_Msg_Cmode:
Receve message in Cmode (via MA)

Tx_Msg_Dmode:
Transmit message in Dmode

Rx_Msg_Dmode:
Receve message in Dmode

TIMEOUT_MRSilifetime:
Expiration of the lifetime timer of the upstreamidstream peer state info of the Message Routing
State.

TIMEOUT_Refresh:
Refresh interal timer epiration

TIMEOUT_WaitResponse:
Expiration of Tmer for the vaiting period for Response message.

TIMEOUT_WaitCon®rm:
Expiration of Tmer for the vaiting period for Con®rm message.

Install davnstream/upstream MRS:
Install nev Message Routing State andes@he corespoding peer state info (IP address and UDP port
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or pointer to the used MA) for the current Message Routing State or update the coresponding peer
state info.

DELETE MRS:

Delete installed denstream/upstream pegihfo for the current Message Routing State and delete
the Message Routing State if required.

Establish MA:

Establish Message Association (MA) between current node anditstteam peer

Established MA:

A Message Association (MA) is established between the current node and its upstredrhepeer
initiator for the establishment is the upstream p&eruse gristing MA: An existing MA between
the current node and its peer is re-used.

DELETE MA:

Delete/disconnect used MA.

Stop using shared MA:

Stop using shared MA. If the shared MA is no more used pyther MRSs, it depends on the local
policy whether it is deleted orelpt.

REFRESH MRS:

Refreshes installed MRS.

Tg_MA_Error:

Error event with used MA.

Tg_PathChange:

External @ent for Path change detected.

Tg_Establish_MA:

Trigers establishment of MA.

Tg_MA_Established:

MA has been successfully established.

Tg_ERFROR:

General Erroreent / system leel error.

No_ MRS _Installed:

Error response, send by the Responding node indicating lost Con®rm message.

5.2 CommonVariables

It is assumed that the type of mode and destination info (which need tehdrtak the application
parameters and local GIST pgljcs provided. Thisis represented by the commaariables Dmode, Cmode,
MAinfo, MApresent and Refresh.

Tsenw, ¢ 4.
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Cmode:
The message MUST be transmitted in Cmotlkis is speci®ed by "Message transfer atiids” set
to ary of the following values:

"Reliability" is set to TRIE.
"Security" is set to &lues that request secure handling of a message.

"Local processing" is set t@lues that require servicedared by Cmode (e.g., congestion control).

[1]

Dmode:
The message MUST be transmitted in Dmoilbis is speci®ed by local poliqules and in case that
the "Message transfer attifes" are not set to gof the folloving values:

"Reliability" is set to TRIE.
"Security" is set to alues that request special security handling of a message.
"Local processing" is set talues that require servicedared by Cmode [1]
MAinfo:
GIST message parameters describing the required MA or proposed MA e.g. "Stack-proposal" and
"Node-addressing". This list of GIST parameters is not compkefell mapping is left for future

version of the document.

NSLPdata:
NSLP application data.

RespCookie:
Responder Cookie that is being sent by the Responding node with the Response message in case that
its local polig requires a con®rmation from the querying node.

Refresh:
This variable speci®es that the message is for refresh purposes.

Con®rmRequired:
TCon®rm message is required by the local palide for installation of the ne MRS.

NewPeer:
Response message is reedifrom nev responding peer

MAexist:
Existing MA will be reused.

CheckPeerlnfo:
The sender of the reced data message is matchedhagt the installed peer info in the MRS.
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UpstreamPeerlnstalled:
Upstream peer info is installed in the MRS.

5.3 Constants
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6. Statemachines
The following section presents the state machine diagrams of GIST peers.

6.1 Diagramnotations

C STATE )

Conditions Note

Actions

Y

¢ STATE )

Figure 1: Diagram notations

6.2 Statemachine for GIST querying node

The following is a diagram of the GIST querying node state machine. Also included is clari®cation of
notation.

Tsenw, & d. [Page 11]



Internet-Draft GISTState Machines October 2005

Figure 1: GIST Querying Node State Machine
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*) Response and Con®rm messages might be send either in Dmode or Cmode, before or after MA
establishment depending on nadiecal 3-way handshak policy and the &ailability of MAs to be
reused. Sedraft for details.

**) Depending on the local pocNSLPdata might be send as payload of Query and Con®rm messages.
(piggybacking)

1) Initial request from NSLP are reged, which triggers Query messages requesting either D_mode or
C_mode. Dependigon local poligy of the node, NSLP data might be piggybedhkn the Query
requesting D_mode.

2) Response message is reegi If C_mode connections must be established and there isitabie MA
to be reused, MA establishment is initiated amited to be completedf D_mode connection is
requested onailable MA can be reused if C_mode is requested the MRS is established.

3) Newv MA is auccessfully established and MRS, which will use it, is installed.

4) Path change detectedents - local receery procedure, where meMA must be established for requested
C_mode connectiomHIS IS VALID ONLY IF THE NODE IS CROSSO/ER NODE.

5) Path change detectesants - local receery procedure, where D_mode or C_mode withilable MA
must be establishedHIS IS VALID ONLY IF THE NODE IS CROSSO/ER NODE.

6) NSLP data is queued, becauswdstream peer is not disgwed or required MA is still not established.

7) Receved Data messages are chedkf their sender matches the installed/dstream peer info in the
MRS and then processed.

8) Receved Data messages are chedkf their sender matches the installed/dstream peer info in the
MRS and then processed. IraifiResponse state, thigeat might happen in the process of MA
upgrade, when the dmstream peer is still notvare of establishment of theweviA.

9) Depending on the requested transport from NSLP and currently established D_mode or C_mode, NSLP
message is sent D_mode if D_mode is requested and C_mode if the features of the usestsMA co
the required transport. ( e.g. used MA is reliable and NSLP request relihllet lsecure transport)

10) External gent noti®es for Ath Change and diseery procedures is restarted. THIS IBIMD ONLY IF
THE NODE IS CROSSO/ER NODE OR NSLP requests C_mode transport that is mvetexb by
currently used D_mode or MA (case of MA upgrade) and d&ggrocedure is restaredifocurrent
downstream peer info isgpt in order to be able to reeeimessages from it during the upgrade
process.
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6.3 Statemachine for GIST responding node

The following is a diagram of the GIST responding node state machine. Also included is clari®cation of
notation.

Figure 3: GIST Responding Node State Machine
*) Response and Con®rm messages might be send either in Dmode or Cmode depending ttalode'

3-way handshakpolicy and the &ailability of MAs to be reused. See draft for details.
**) Dif ferentiation between #WtCon®rm timer gpiration of initial MRS &ent or MA_upgradeent is
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based on the presence of installed peer info in the MRS. If no peer info is installed this is initial MRS
establishment.

1) Initial Query messages requesting either D_mode or C_mode connéuthmth cases xplicit Con®rm
message is required for MRS installation, based on the locay.p@liery requesting D_mode might
carry piggybackd NSLP data.

2) Initial Query messages requesting either D_mode or C_mode connéuotlmsth cases, MRS is installed
immediately based on the local polic Query requesting D_mode might carry piggybediNSLP
data. Inthe case of C_mode request, Con®rm message is required to con®rm the establishment of the
used MA.

3) In case of lost Con®rm message, data messages might heddmh the upstream node (it is uvexe
of the lost Con®rm messageResponse indicating the loss of the Con®rm is sent back to the
upstream node.

4) Event of change of the upstream peer (e.g., path change) with request of D_mode and non-paranoid local
policy.

5) Ewvent of request of change of the used connection mode (from D_mode/C_mode to better C_mode),
event of change of the upstream peer (e.g., path change) with request for C_mode or D_mode
connection and paranoid local pglic

6) Con®rm message is reeed which causes installation of the complete MRS or just installation of the used
MA as a upstream peer info.

7) Differentiation between #tCon®rm timer gpiration of initial MRS gent or MA upgrade/changevent
is based on the presence of installed peer info in the MiR®. peer info is installed this is initial
MRS establishment and installed MRS must be deleted.

8) Data messages are accepted only if complete MRS is installed, e.g., there is installed upstream peer info.
If not then Con®rm message ispected and data message will not be accepteRdésponse
indicating the loss of the Con®rm is sent back to the upstream node.

9) NSLP message cditle £nt upstream if Con®rm message is not rekdnd MA is not installed as
upstream peer infoThey are queued.

8. SecurityConsiderations

This document does not raiseangecurity considerations. Arsecurity concerns with GIST are éky
resected in security related NSISovk already (such as [1] or [6]).

For the time being, the state machines described in this document do not consider the security aspect of
GMIPS protocol itself. A futureersions of this document will add security wale states and state
transitions.

9. Openlssues
We haveleft for further \ersion of the document the folling issues:

1. The FSM that handles the management of a MA is considered in the document (e.g., tg_Establish_MA,
tg_ MA_establishedwents), lut it is not currently xplicitely presentedlt is left for future \ersion of
the document.

2. Functionality of, as referred in the documentwWeo level pre- processing” (Section 5), namely message
forwarding, RAD processing, transmission of NSLP data without MRS establishment ardipgo
of the recaied messages to the appropriate MRS is left for futemsion of the document.

3. Currently we use #itCon®rm state in the Responding node FSM fobllowing the DoS preention
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approaches for no state installation in the Responding node beforengoéiCon®rm message, we
consider possible remimg of this state.This issue requires furthenigstigations.
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Appendix A. ASCII versions of state diagrams

This appendix contains the state diagrams in ASCII forfRbtase use the PDIEngion wheneer possible:
it is much easier to understand.

The notation is as folles: for each state there is a separate table that lists in e&ch ro
- an event that triggers a transition,

- actions talen as a result of the incomingeat,

- and the nev state at which the transitions ends.

A.l. Statemachine for GIST querying node (Figure 2

State: IDLE
Condition Action State Note
+ + +---
(tg_SendMsg)&&(Dmode)  |Tx_Query |Wait |1)
|[Queue NSLP_msg data |Response [**
I I I
(tg_SendMsg)&&(Cmode)  |Tx_Query(MAinfo) |Wait |1)
|[Queue NSLP_msg data |Response |
I I I
+ + +---

Condition Action State Note
+ + +---
(rx_Response_Dmode)|| |Install MRS |Established|**
((rx_Response_?mode( [If (RespCookie) |[Downstream [2)
MAinfo)&&(MAexist))| tx_Confirm_?mode(Resp |MRS |
| C ookie)| |
|Tx_queued_Msg_?mode | |
I I I
(rx_Response_?mode( |Tg_Establish_MA |[Wait MA [*
MAInfo)&&(IMA_exist))|(Tx_Confirm_?mode) |Establish. [2)
I I I
rx_Msg_?mode |IF(CheckPeerInfo) |Wait |8)
| T g_RecvMsg to Appl.|Response |
I I I
tg_SendMsg |Queue  NSLP msg data |Wait |6)
| | Response |
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Timeout_WaitResponse [(Tx_Query(MAinfo)) Il |Wait |
[(Tx_Query(NSLPdata))|| |Response |
|(Tx_Query) I I
I I I
(Timeout_WaitResponse) |Tg_MessageDeliveryError |[IDLE |
&&(MaxRetry) | | |
I I I
Tg_ERROR |(Delete MRS) [IDLE |

[IF (MA is used) | |
| ( (Delete MA)|| I I
| ( Stop using shared MA))| |
|Tg_NetworkNoatification | |
I I I

+ + +---

Condition Action State Note
+ + S
rx_Msg_?mode |IF(CheckPeerInfo) |Established|7)
| T g_RecvMsg to Appl.|Downstream |
I | MRS I
I I I
tg_SendMsg_?mode [IF(Cmode)&&(MAexist) |Established|9)

| T x_Msg_Cmode |Downstream |

[IF(Dmode) Tx_Msg_Dmode |MRS |

I I I
((tg_SendMsg)&&(Cmode)&&|Tx_Query(MAinfo) |Wait |
("MAexist))|| |Queue NSLP msg data |Response |
(tg_MA_error)|| | | |
(tg_Path_Change) | | |

Timeout_refresh |TX_Query(Refresh) |Established|
| | Downstream |
I | MRS I
I I I
(rx_Response)&& |Refresh MRS |Established|
('NewPeer) | |Downstream |
| | MRS |
I I I
rx_Response(No_MRS [tx_Confirm(RespCookie) |Established|
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_installed)|Tx_queued_Msg_Cmode |Downstream |
| | MRS |
| | |

(Timeout_MRSilifetime)|| |(Delete MRS) [IDLE |
(tg_SetStateLifetime(0))| | |
I(T9_ERROR) | | |I ||
|Tg_NetworkNotification | |
| | |
(rx_Response_Dmode)|| |IF (MA is used) |Established|5)
(rx_Response_?mode( | ((Delete MA)|| |Downstream |
Mainfo)&&(NewPeer)&&| (Stop using shared MA))IMRS |
(MAexist) [Install MRS | |
|If (RespCookie) | |
| t x_Confirm_?mode(Resp | |
| C ookie)| |
| | |
(rx_Response_?mode( [(Delete MA)|| |Wait MA [*
MAinfo)&&(NewPeer)&&|(Stop using shared MA)) |Establish. |4)
('MA_exist) |Tg_Establish_ MA | |
|(Tx_Confirm_?mode) | |
| | |
| | |
| | |
| | |
| | |
+ + +---
State: Wait MA Establishment
Condition Action State Note
+ + +---
tg_SendMsg [Queue  NSLP msg data |Wait MA |6)
I | Establish. |
| | |
Tg_MA_Established |Install MRS |Established|3)
|(Tx_Confirm_?mode) |Downstream [*
|(Tx_queued_Msg_Cmode) IMRS [**
| | |
Tg_MA_error |Delete MRS [IDLE |
|Tg_NetworkNotification | |
| | |
Tg_ERROR |(Delete MRS) [IDLE |

[IF (MA is used) | |
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| ( (Delete MA)|| |
| ( Stop using shared MA))|
|Tg_NetworkNotification |

+ + +---

Figure 4

A.2. StateMachine for GIST responding node (Figue 3

State: IDLE

Condition Action State
+ + +---

rx_Query(?) |TX_Response_Dmode(Resp |Wait

&&(ConfirmRequired) | Cookie)|Confirm

October 2005

Note

11)

[IF(NSLPdata) |
|Tg_RecvMsg(NSLPdata) |
| t o Appl.| |
I
rx_Query(?) |Tx_Response_Dmode |Established|2)
&&('ConfirmRequired) |Install MRS |Upstream
[IF(NSLPdata) IMRS
|Tg_RecvMsg(NSLPdata) |
I t o Appl.| I
I I
rx_Query(MAinfo) |Tx_Response_?mode(Resp |Wait

&&(ConfirmRequired) | Cookie, MAinfo)|Confirm

rx_Query(Mainfo) |Tx_Response_?mode(Resp

&&('ConfirmRequired) | Cookie, MAinfo)|Upstream
|Set WaitConfirm timer IMRS
[Install MRS |
I I
+ + +omn
State: WAIT CONFIRM
Condition Action State
+ + +omn
rx_Msg_?mode |Tx_Response(No_MRS _ |Wait

| i nstalled)|Confirm |

Tsenw, ¢ 4.

|Established]|*

|*

1)
|

2)
|I
|

Note

13)
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Rx_Confirm_?mode [Install Upstream MRS |Established]|*
| | Upstream |6)
| | MRS |
I I I
Timeout_WaitConfirm [ [IDLE |
I I I
+ + +---

Condition Action State Note
+ + +---

Rx_Confirm_?mode |Stop WaitConfirm timer |Established|6)
[Install MRS [Upstream |
|[TX_queued_Msg_Cmode IMRS |
I I I

(Timeout_WaitConfirm)&& |(Delete MRS) [IDLE [7)

('UpstreamPeerlInstalled)|IF (MA is used) | | **

| ( (Delete MA)|| | |
| ( Stop using shared MA))]| |
|Tg_NetworkNoatification | |

rx_Msg_?mode |IF(CheckPeerInfo) |Established|8)
| T g_RecvMsg to Appl.|Upstream |
|ELSE IMRS |
|Tx_Response(No_MRS | |
| i nstalled)] |
I I I
tg_SendMsg |[IF(WaitConfirm timer set)|Established|9)
| Queue NSLP msg data|Upstream |
|ELSE Tx_Msg_?mode IMRS |
I I I
(Timeout_MRSilifetime)|| |(Delete MRS)&& [IDLE |

(tg_SetStateLifetime(0))|IF (MA is used) | |
| ( (Delete MA)|| I
| ( Stop using shared MA))| |
|Tg_NetworkNoatification | |

rx_Query(Refresh) |Refresh MRS |Established|
|TX_Response(Refresh) |Upstream |
I | MRS I
I I I
(rx_Query(MAinfo))|| |Tx_Response_?mode(Resp |Established|*
Tseno, e al.

October 2005
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((rx_Query)&&('"MAIinfo)&&| Cookie, MAinfo)|Upstream  |5)
(ConfirmRequired))|Set WaitConfirm timer IMRS |
I I I

(rx_Query)&&(IMAInfo)&& |Install MRS |Established|4)

(ConfirmRequired) |tx_Response [Upstream |
[IF (MA is used) IMRS |

| ( (Delete MA)|| I
| ( Stop using shared MA))| |

[IF(NSLPdata) | |

|Tg_RecvMsg(NSLPdata) | |

I t o Appl.| I

I I I
Tg_ERROR |(Delete MRS) [IDLE |

[IF (MA is used) | |
| ( (Delete MA)|| I I
| ( Stop using shared MA))| |
|Tg_NetworkNoatification | |
I I I

+ + +---

Figure 5
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