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Abstract

Thi s docunent describes a nethod to support nulticast VPN (MVPN) by a
recei ver-driven nulticast extension to RSVP-TE (nRSVP-TE). This

nmet hod i s desirable and applicable to MVPN applications when QS
assurance and traffic-engi neered tunnels are desired.
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1. I nt roducti on

A L3VPN service that supports nulticast is known as a Multicast VPN
or MVPN for short. There have been different proposed nessages,
procedures and nechanisns to support MVPN. These nethods differ in
protocols used in the service provider’s network, for exanple, the
NCRE- based MVPN, BGP extensions to transport custoner’s Pl M signaling
and P2MP RSVP- TE extensions to transport nulticast data streans, and
nmLDP- based MVPN, as summari zed as fol | ows:

R i NI R R R el il I S R R R R R ik it I R R R it I R R R S e i
| Type | Data Pl ane] Protocols for core | Standard
T i S R i T i T S S S g I i S
| 1 | MGRE | PIM BGP(with MDT_SAFI) | RFC6037 |
B i i o i T T i S S i i e T e T e o it T I e TR
| 2 | MPLS | P2MP RSVP-TE, BGP(with extension) | RFC6513
R i NI R R R el il I S R R R R R ik it I R R R it I R R R S e i
| 3 | MPLS | nmLDP | No |
T i S R i T i T S S S g I i S

Table 1. Existing nVPN Sol utions

Type 1 solution requires to run PIMin the service provider’s
net wor k.

Both Type 2 and Type 3 require an MPLS data forwardi ng pl ane, but
they differ in protocols used in the service provider’s network.
Type 2 uses RSVP-TE with a P2MP extensi on [ RFC4875] for nulti cast
data streans and BCGP extensions with nulticast encodi ngs and
procedures [RFC6514] for PIMsignaling, or use niLDP [ RFC6388] for
both control plane signaling and nulticast data streans. Type 3 is
sinpler than type 2 in terns of required protocols and provisioning.

Wth Type 2 solution, nulticast traffic is carried over MPLS-TE
tunnels, QS and traffic engineering are supported for nvPN
applications. It is an advantage of Type 2 over Type 3.

However, for Type 2 solution, BGP has to be extended with seven (7)
types of MCAST-VPN NLRIs together with four (4) new BGP attri butes.
In some scenarios, multiple P2MP RSVP-TE tunnels are used. And
therefore, it requires to upgrade both BG and RSVP-TE, which brings
nore conpl exity and operational inconvenience.

In addition to the above-nentioned three nmethods, do we have any
alternative nethod which is expected to be sinpler and nore scal abl e,
but can still provide QS assurance and traffic-engi neered transport?

Thi s docunent specifies a new nethod to i nplenent nulticast VPN by
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receiver-driven nulticast extensions to RSVP-TE (nRSVP-TE) specified
in [I-D.lzj-nmpls-receiver-driven-nmulticast-rsvp-te]. nRSVP-TE is a
new extension to RSVP-TE for nulticast applications in MPLS networks,
whose behavior is closer to IP PIMsince both of them work by sendi ng
control nessages fromthe data receivers to the data senders. The
recei ver-driven nature of the nRSVP-TE nekes it nore adaptive and
easier to be integrated wth PIMfor nulticast applications including
mul ti cast VPN

As an extension to RSVP-TE, nRSVP-TE inherits all the desirable
features from RSVP- TE such as QoS assurance and traffic-engi neered
pat hs, which makes it to distinguish fromnlLDP used in Type 3.

By using an MP2MP tunnel created by nRSVP-TE to carry the custoner’s
PI M signaling, we do not need to use BGP nmulticast extension to
signal custoner’s multicast information.

The MVPN net hod described in the docunent supports both PI M SSM and
PIMSM For PIMSM this nethod supports nulticast source, receiver,
Rendezvous Point (RP) |ocated at any place including PE, CE or any
devi ce connected to CE. It can al so support Bootstrap Router (BSR)
Mechani sm [ RFC5059] .

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119] and
i ndicate requirenent |levels for conpliant MVPN inpl ementations.

2. 1. Definitions

In what follows we describe sonme term nol ogies which are w dely used
in this docunent.

Sour ce- PE
Source-PE is a PE which is connected to a MVWPN CE and the
mul ti cast source is on or behind the CE

Recei ver - PE
Receiver-PE is a PE which is connected to a MVPN CE and t he
mul ti cast receiver is on or behind the CE

RP- PE

RP PE is a PE which is connected to a MVPN CE and the mul ti cast
Rendezvous Point for PIMSMis on or behind the CE
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3.

PE type
A PE can be either Source-PE, Receiver-PE or RP-PE for
different MVPN and different (S, G. Its type can also be the
m xture of any conbination of the three PE type.

VDT
Multicast Distribution Tree, introduced in [RFC6037] for the IP
backbone based MVPN. NMDT is conposed of nmGRE tunnels. There
are default MDT and data MDT

nmL.SP

Mul ti cast-Label -Switched-Path. It is the equivalent of MDT in
MPLS networ ks, and sonetinmes we wll use nLSP and MDT

i nterchangeably. The sanme as MDT, we al so have default nLSP
and data nLSP.

Sour ce- PE nmL.SP
mLSP whose header-end is a Source- PE.

RP- PE mlLSP
mLSP whose header-end is a RP-PE.

M - PVSI ( WPN_I D)
It corresponds to the M-PMSI [ RFC6513] for a MVPN (ID is
M/PN_ID), it is the Multidirectional Inclusive P-Milticast
Service interface for the default nLSP or the MP2MP tunnel at
either tail-end or header-end.

S-PMSI (MWPN_I D, nlLSP_I D)
It corresponds to a S-PMSI [RFC6513] for a MVPN (IDis MPN_ID)
and the mMLSP IDis nmLSP_ID, it is the Selective P-Milticast
Service interface for the P2MP tunnel for (S, G at either tail-
end or header - end.

aF
Qutgoing Interface for PIMstate
I1F
Incomng Interface for PIMstate
ai st
Qutgoing Interface list for PIMstate
Overvi ew

Han, et al. Expi res January 7, 2013 [ Page 6]



I nternet-Draft nVPN support by nRSVP-TE July 2012

3. 1. Mul ti cast LSP

Mul ti cast - Label -Switched-Path (nlLSP) is an MPLS tree in MPLS network
to distribute nmulticast data to different receivers who are
interested in particular nulticasted data streanm(s). An nLSP is
conposed of nultiple Sub-Label -Sw tched-Paths (sub-LSP) which connect
di fferent Label Switch Routers (LSRs) to forman MPLS nulticast
network. There are two basic types of nLSPs: P2MP LSP and MP2MP LSP.
In the case of P2MP LSP, the header-end of an nLSP is the Source-PE
whi ch connects the source device of multicast traffic, and its tail-
ends are the Receiver-PEs which connect the destination device of

mul ticast traffic. The joint points on an nLSP are called "Branch
LSR" where the MPLS packets are replicated and then forwarded to

di fferent downstream LSRs. In the case of MP2MP LSP, there is a
speci al LSR which serves as the root of the nLSP, and all the |eaf
nodes are both the Source-PE and Recei ver - PEs.

For nvPN nulticast traffic, it travels on a nulticast tree which
spans over two different networks: MPLS network operated by service
providers and I P network on the custoner’s sites. The mVPN nulticast
traffic always starts fromone custoner’s site as I[P multicast, and
then is transported over the MPLS network to other custoner’s sites.
The traffic on custonmer’s sites is distributed over a PIM nulticast
distribution tree, while in service provider’s MPLS network it is

di stributed by nmLSP tunnels. The nLSP and the PIMdistribution tree
SHOULD be seam essly integrated. The IP nulticast data received from
a CE is encapsul ated as MPLS packet at the Source-PE of an nLSP tree,
and then transported over the nLSP. The MPLS packet is replicated at
the branch LSRs and delivered to the different Receiver-PEs, where
the MPLS packet is de-capsulated to IP nulticast packet and forwarded
to the connected IP nulticast tree, then it is distributed to the
particul ar receivers.

3. 2. PIM States, PIMInterfaces and PNMSI

It is assuned that PIMis used on custoner’s sites and nRSVP-TE i s
used in service provider’s network wi thout PIM being enabled in
service provider’s network. In order to set up customer’s nulticast
distribution trees across a service provider’s MPLS network, it is
desired that the custonmer’s PIM SHOULD inter-work with service
provider’s nRSVP-TE, which brings up sone new requirenents about PIM
states and interfaces.

The nost inportant factors for PIMstates are the IIF and OF, both

of which are PIMenabled interfaces. A PIMinterface appearing in an
PIMstate is characterized as foll ows:
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o It has an I P address configured
o It has the PIM protocol enabled and running
o It has one or nore PIM adj acenci es

Since the custonmer’s PI M adj acenci es MJST be established between PEs,
virtual interfaces associated with the MPLS tunnels connecting PEs
are introduced. Such virtual interfaces are also called PVSI for
Provider Multicast Service Interface. 1In this docunent we will use
two types of PVMSI: M-PMSI and S-PMSI.

3.3. Reverse-Path Forwarding

For nmulticast forwarding by a PIMstate (S, G, we need to check if

t he packet is comng fromthe expected interface which is the egress
interface to reach the source S based on the unicast routing table.
The expected interface is called RPF interface, or the II1F (I ncom ng
interface). |In this docunent, we wll consider the follow ng two
nodes:

o PIMSSMnode: the state to forward traffic is (S, G, so there is
only one IIF for a (S, Q.

o PIMSMnode: RP wll have (*, G before the traffic is received and
(S,G after the register processing is finished. Oher routers
have (*, G before the SPT switching and (S, G after the SPT
switching. For the (*,G, the RPF is the interface to reach RP by
uni cast routing.

In the context of mVPN, PE is the boundary router between custoner’s
| P network and service provider’s MPLS network, and thus needs to
handl e t he RPF issue as foll ows:

o For a Source-PE, the RPF checking for any (S, G does not have any
change since the IIFis still a normal IP interface.

o For a Receiver-PE, the RPF interface for any (S, or (*,G is not
derived fromthe unicast routing table for the nulticast source S
or RP for a nulticast stream Instead, we MJST force the RPF
interface to be the PIMinterface which is associated with either
an M-PMSI or an S-PMSI.

o For a RP-PE, before traffic starts, the RPF interface is not set
for (*, G since the nmulticast source is unknown. After the PIM
regi ster process is conpleted, the (S,G state will be created.
Then we MJST force the RPF interface to be the PIMinterface which
is associated with the M-PVsI for the MPN
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3.

3.

4.

4.

RPF does not apply to the nulticast forwarding in MPLS network by
nLSP. nLSP established by nRSVP-TE protocol can guarantee the | oop-
free for packet forwarding which is the whol e purpose of RPF

checki ng.

Default nlLSP

To each nvVPN, we associate an mLSP, called its default mL.SP. G ven
an mVPN, its default nLSP is a nmulti-directional shared tree with al
the PEs as its | eaf nodes. Default nLSP is a MP2MP tunnel which can
provide a nulti-directional transportation for any data. The default
M.SP is used for the foll ow ng two purposes:

o Cusoner’s PIMsignaling: Cusoner’s PIMsignaling is transported
over such default nLSP

0 Default custoner’s nulticast data distribution: Custoner’s
mul ticast data are transported and distributed over such nLSP by
defaul t.

1. Est abl i shnment of Default nlLSP

The construction of default nLSP does not depend on the existence of
multicast traffic for a MVPN;, it is built up before any such
mul ticast traffic is seen.

Default nmLSP is established when a VPN attached to a PE enabl es MVPN
service. After the MVPN is enabl ed, the nRSVP-TE stack MJST send the
NMRSVP- TE pat h nessage continuously. The tine interval to send the
path nmessage at each PE could be default value or configurable. |If
it is configurable, different PE s interval value MJST be proper to
guarantee the nmLSP state is steady w thout any fl apping.

To enabl e MWPN service on a PE, root node(s) |IP address MJST be
given. Root node is nornmally a P router inside the backbone networKk.

The | ocation of root node may inpact the efficiency of a MP2MP
tunnel. How to choose a root node to establish a MP2MP tunnel to
obtain the efficient nulticast replication in MPLS network is out of
scope of the docunent.

In addition to the root node, explicit nodes fromany PE to the root
node P MAY be applied as an option if user wants the path fromthe
root node P to a PE goes through sone expected routers.

For the details of root node and explicit node in a MP2MP tunnel,
pl ease refer to the [I-D.lzj-npls-receiver-driven-nulticast-rsvp-te].
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I f the redundancy for the root node is desired to protect the failure
of root node, nultiple root nodes may be given to construct nultiple
default nmLSP. The redundancy for root node is out of scope of this
docunent .

Wth the nethod herein, there is only one default nLSP for each MVPN
or two for root redundancy case,

3.4.2. Virtual PIMInterface for Default nLSP

A M-MSI interface SHOULD be created at both Source-PE and

Recei ver- PE when the default nlLSP for a MVMPN is established. This is
a PIMenabled interface for a MWPN. It is used for PIM adjacency,
PIM state keeping, and PIMIIF and OF representation for the MPLS
packet forwardi ng over MPLS networKk.

M-PMSI is a joint point of IP nulticast tree and nLSP. If a M -PNSI
is one OF in the Aist for a nulticast forwarding entry (S, G, it
means the IP nmulticast stream (S, G wll be replicated for the M -
PMSI and sent to the interface. If a M-PMSlI is the IIF for a
mul ti cast forwarding entry (S, G, it nmeans the MPLS packet received
fromM-PMSI will be forwarded by the forwarding entry (S,G if the
de- capsul ated MPLS packet is | P packet, and source and group are S
and G respectively.

M-PVSI is a PIMinterface and its IP address will be the address for
the PIM peering. This address on one PE MJUST be reachable from al

ot her PEs. Wen PIM adj acency are established between PEs, one PE
can see all its PIMadjacency’s M-PMSI are up. For the conveni ence,
it 1s RECOWENDED to use the BGP source address for the BGP session
between PEs for M-PVSI. The BGP session here refers to the BGP for
uni cast VPN servi ce.

All PIMhello variables for a virtual interface M-PWMSI, such as
timer, are default value when the interface is created. But they
could be configurable and this is up to the inplenentation.

3.4.3. PIMsignaling over Default nLSP
For MVPN attached PE, PIMis enabled for the interfaces connecting
different CEs which may belong to the sane or different VPNs. Each
interface has a MVPN i nstance associated with it. After a M-
PMSI (MWPN_ID) is created for a default nLSP, it MJST join the sanme
PI M domain for the particular M/PN

The default nlLSP SHOULD support all PIMmulticast nessages:
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0 HELLO nessage

o JO N PRUNE nessage
0 ASSERT

o0 BOOTSTRAP

For the follow ng Pl Municast nessage, they SHOULD NOT be sent to the
default mLSP, instead, they SHOULD be sent over a unicast MPLS tunnel
to the destination PE.

0 REGQ STER nessage

0 REQ STER- STOP nessage
o GRAFT

0 CRAFT- ACK

o CANDI DATE- RP- ADV

For one MVPN at a PE, PIMsignaling (rulticast) nessages SHOULD be
mul ticasted to all PIMinterfaces for that particular MPN incl uding
M-PVSI. PIMnessages are sent to a M-PMSI (MWPN_ID) i nmedi ately
after the interface is created. The nessages are encapsul ated to
MPLS packets and will be distributed to all other receiver-PEs in the
same MVPN t hrough the default mnlLSP.

At Receiver-PE, the MPLS packets are de-capsul ated and delivered to a
particular MVPN, the MWPN ID is determ ned by the MPLS | abel which
was allocated locally on Receiver-PE when the PE initializes the
default nmLSP by sendi ng nRSVP-TE path nessage to the root node. The
popped MPLS | abel fromthe received MPLS packet can associate the
packet with a M-PMSI (MPN_ID) interface as incomng interface, So,
the M-PVSI (MWPN ID) interface at Recei ver-PE can be used for RPF
checki ng of multicast forwarding.

Recei ver- PE SHOULD punt PI M signaling nmessage to PIM protocol stack
for the particular MWVPN. After all PIM HELLO nessages are exchanged
bet ween PEs, PIM adj acencies are established between nmultiple PEs

t hrough each PEEs M-PMSI (MPN_ID) which is associated with a
particul ar MVPN.

As the result of PIM adjacency over the default nLSP, the details of
MPLS backbone network topology is hidden for PIM It will nake the
MVPN PIMvirtually run over a virtual muti-access interface which is
conposed of nultiple M-PVsI (MWPN_ID) fromdifferent PEs.
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3.4.4. PIMstate with Default nLSP

Since the M-PMVSI interface is a PIMenabled interface, all PIM
mul ti cast nmessages, Hello, Join, Prune, Bootstrap and Assert, can be
sent to or received fromthe M-PMSI interface. PIM protocol can
create and update the appropriate state for a WPN accordingly. M-
PMSI can behavior as a nornmal PIMinterface to join or exit the di st
for PIMstate.

Below is the detail of the PIMprocessing for different PIM nodes and
join nmessages. All behaviors are based on the PIM protocol and sone
Pl M changes are required for M/PN solution described in this
docunent .

(S, G join for PIMSSM
When a Receiver-PE receives PIM (S, G join nessage from
attached CE, it SHOULD send the join nessage through M -
PVBI (MVPN I D) interface to the default nLSP. Meanwhile, if PIM
(S, G state was not created on the Receiver-PE, PIM MJIST create
a (S,G state for which the M-PVMSI (MWPN ID) is IIF. As a
result of sending PIMjoin nessage to M -PNMSI ( WPN_I D)
interface, the nmessage will be populated to all PEs connected
to the sane default nLSP. However, only Source-PE SHOULD
process the PIMjoin nessage. The Source-PE is derived from
t he BGP next hop of source address S. Al other PEs SHOULD
ignore the join nessage. After the Source-PE receives the
(S,G join froma default nLSP, if the PIM(S, G state was not
created, PIM SHOULD create a PIM (S, G state for nulticast
routing table, the entry SHOULD add M-PVMSI (MWPN ID) to its
Aist. After the 1st PIMjoin nessage is processed at both
Recei ver- PE and Source-PE, the subsequent PIMjoin nessage wl |
only reset the PIMtiner and will not change the PIM (S, G
state. This behavior is sane as PIMin | P network.

(*GRP) join for PIMSM
PIMSM (*, G join nessage wi Il be popul ated through default
m.SP to all PEs attached to the sanme nLSP. The behavior for
PIM(*,G joinis the same as PIMSSM The only difference is
that (*,G join is sent to RP (Rendezvous Points). As a
result, only RP-PE SHOULD process the PIMjoin nessage. The
RP-PE is derived fromthe BGP next hop of RP address. All
ot her PEs SHOULD ignore the join nessage. After the PIM(*, G
join nessage is sent from Receiver-PE and recei ved by RP-PE.
PIM SHOULD create a (*, G state on Receiver-PE, for which the
M-PVSI(M/PN ID) is IIF. PIMSHOULD create a (*, G state at
RP- PE and add the M-PVMSI (MWPN ID) to its dist.

Pl M prune nessage processing has no change on PE, it may lead to the
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interface state change for a PIMstate, or a PIM state del etion.

Wen a PIMstate is deleted on a receiver-PE, it MJST send the PIM
prune nmessage to the default nLSP to forward the prune nessage to
source-PE or RP-PE. Wen a Source-PE or RP-PE receives a prune
nmessage fromthe default nlLSP, it MJST prune the M-PMSI fromthe PIM
state’s dist.

3.4.5. Mul ti cast data over default nlLSP

If a default nLSP is used to carry user’s nulticast data, it wll
send the nulticast data to all PEs connected to the default nLSP, no
matter if a PEis intended or not to receive the particular nmulticast
traffic. The PIMjoin or prune does not start or stop the traffic
over the default nLSP. This is normally used for the begi nning of
the nmulticast traffic flowng when the traffic rate is | ow.

Qobvi ously, there are two drawbacks for it

o Sone PE may not want to receive sone nulticast traffic, this will
be wasteful for the bandwi dth and resource for routers.

o Too much nulticast data shares one tree can congest the MP2MP
t unnel .

To overconme above problens, data mL.SP is used to offload the data
traffic fromthe default nLSP.

3.5. Data nLSP

Data mLSP is used to offload sone data streamfromthe default nlLSP
It is a P2MP tunnel corresponding to a (S, G entry in a MPN. Data
mMLSP is built up either statically or dynam cally depending on the
solutions for different Pl M nodes. Section 4 and 5 will discuss
details.

3.5. 1. Est abl i shnent of Data nlLSP

Static data nlLSP establishnment is triggered by a Receiver-PE to send
t he nRSVP- TE P2MP path nessage to a Source-PE. It will be described
in section 4. 1.

Dynam cal data nlLSP establishnent is driven by the nulticast traffic.
The nmechanismis simlar to the data MDT described in [ RFC6037].

Source-PE MJUST nonitor the rate of all nulticast streanms passing
through it. As for howto nonitor the traffic rate, it is out of the
scope of the docunent.

When a Source-PE detects the rate of a MVPN nulticast stream (S, G
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exceeds the pre-configured threshold, it MJUST send a data nLSP join
TLV to the default data nmLSP. The format of data nlLSP join TLV is
defined in section 8.5 and 8. 6.

The data mL.SP join TLV will be flooded to all PE connected to the
sanme default nmlLSP. Wen a PE receives the data nlLSP join TLV and if
the PE has joined the group G it MJST initialize the setup of P2MWP
tunnel by sending the nRSVP-TE P2MP path nessage to the Source-PE for
(S,G. Source-PE address is derived fromthe BG nexhop of the VPN
address S.

The periodically sending of nRSVP-TE path nmessage fromreceiver-PE to
Source-PE is driven by the periodically received nLSP join TLV
nmessage at receiver-PE

The operation of data mLSP is simlar to the operation of data MOT
for MGRE based mVPN. It has four tinmer defined to govern the data
nmLSP: NMDT_DATA DELAY, MDT_DATA TI MEQUT, NDT_DATA HOLDDOWN,

MDT_| NTERVAL. For the detailed definition of those tinmers and
operations, please refer to [ RFC6037].

Since the interval to receive nLSP join TLV nessage will determ ne
the interval to send nRSVP-TE path nessage, we SHOULD nmake sure the
interval of nmLSP join TLV is |less than the tineout val ue of sub-LSP
created by the nRSVP-TE path nessage.

3.5.2. Virtual PIMinterface for Data nLSP

After a data nLSP is created, the S-PMSI (MVPN_I D, nLSP_I D) MJST be
instantiated. S - PVSI(MPN_ID nLSP_ID) is only used for |Incom ng
Interface (I1F) at Receiver-PE and Qutgoing Interface (OF) at
Source-PE for the nulticast forwarding, it is not used for PIM
signal i ng.

The mLSP_IDis "nLSP I D' shown in Fig.3 which is assigned at
Sour ce- PE.

S-PVBI (MPN_ID, nmL,SP_ID) points to the same PIMinterface as M -
PMSI (MPN ID). It only adds extra L2 rewiting information block to
the PIMinterface for the packet forwardi ng purpose.

3.5.3. nlLSP ID and data nlLSP mappi ng

Data mL.SP is identified by "mLSP I D' which is defined in section 8.3
and 8.4. mMLSP IDis a 4 byte value starting from1 for data nLSP.
MLSP ID O is reserved for the default nLSP. nLSP ID is to distinguish
different data nLSP (P2MP tunnel) at Source-PE side. During the data
nm_LSP building, the nLSP ID allocated at a Source-PE MJST be notified
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to all Receiver-PE by the nLSP join TLV.

When a Source-PE detects the rate of a MVPN nulticast stream (S, G
exceeds the pre-configured threshold, it MJUST assign a nmLSP ID from
its mLSP pool for the (S, G. And the nlLSP join TLV nessage bi nds
(SSG wth nmLSP ID. The Receiver-PE receiving the nLSP join TLV wi |l
know the binding relationship. As a result, both Source-PE and
Receiver-PE wi Il have a mapping for the nLSP I D and data nLSP, this
is used for the switching of data MDT for a stream (S, G.

After a data MLSP is deleted, the associated nLSP |I D MJUST be returned
to the nLSP pool .

3.5.4. Switching of Data nmlLSP

The Source-PE SHOULD switch the traffic fromdefault nmLSP to data
nmLSP after it created the data nLSP for a nulticast stream (S, G .

The nmLSP I D and data nlLSP mapping information will tell which data
M.SP is used for which stream (S,G. Fromthe PIMstate point of
view, at Source-PE, the PIMstate (S,G SHOULD change the OF from
M-PMSI(MVPN_ID) to S-PMSI (MPN_ID, mLSP_ID). Since M-PNMSI(MWPN_ID)
and S-PMSI (MPN ID, nLSP_ID) share the same PIMinterface, the

sw tching essentially nmeans the MPLS forwarding is switched fromthe
MP2MP tunnel to P2MP tunnel. There is no PIMinterface changing for
PI M signaling during and after the data nLSP sw tching

After swi tching, Receiver-PE MIST use the correct data nmiSP
associated S-PVsI (MPN ID, nLSP_ID) for the RPF checking for a stream
(S, Q.

The data nmLSP switching is associated with the change of forwarding
state for (S, G as follow ng

o Source-PE MJUST nodify the OF fromM-PMSI(MWPN ID) to
S-PVSI (MVPN_ID, mLSP_ID).

0 Receiver-PE MIST nodify the IIF fromM-PVSI (MPN_ID) to
S-PMSI (MWWPN_I D, mLSP_ID).

3.5.5. PIMPrune Inpact to Data nlLSP

When the nulticast data is transported over a data nlLSP, the PIM
prune may cause the prune of the data nLSP tree. After a Receiver-PE
receives PI M prune nessage and if the prune nessage leads to the IIF
prune for a PIMstate, it MJST update the PIMstate in such that the
Il F represented by the S-PVSI (MVPN ID, mLSP_ ID) is pruned. And the
Recei ver- PE MJUST send the nRSVP- TE PATHTEAR nessage to the upstream
LSR to prune the data nLSP tree. |If a Source-PE receives the
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nMRSVP- TE PATHTEAR nessage, the whole data nLSP is del eted and
Sour ce- PE MUST stop flooding the mLSP join TLV to the default nLSP.

3.5.6. Del eti on of Data nLSP

Data mLSP join TLV will be flooded through default nlLSP periodically
by the interval of MDT_I NTERVAL [ RFC6037], if during the timeout

period defined by MDT_DATA TI MEQUT [ RFC6037], there is no nLSP join
TLV received for a receiver-PE, the receiver-PE will start to delete
the P2MP |l eaf fromthe data nLSP. This is done by sendi ng nRSVP- TE
PATHTEAR nessage to the upstream LSR. After the whole data nLSP is
deleted, the traffic will be switched back to the default nLSP.

3.5.7. PIM(S, G signaling after Data nLSP is created

When a data nmLSP is created for a particular multicast stream (S, G,
the PIMsignaling is not changed. PIMjoin, prune for (S,G is still
goi ng through the default nlLSP.

4. Pl M SSM Sol uti ons
To support PI M SSM by nRSVP, we have three options.
4.1. Option 1

PIM (S, G join nessage received at Receiver-PE MJST trigger the data
nLSP setup by sending a nRSVP-TE P2MP path nmessage to the Source- PE,
if the data nLSP was not created before. Source-PE address is the
BGP next hop of the address S. The nRSVP- TE path nessage MJST enbed
the (S, G information as shown in Fig. 1.

PIMjoin nessage is sent to default nmlLSP and received by the
Source-PE. This SHOULD trigger the PIM (S, G state created at

Sour ce- PE and Receiver-PE. The (S, G state at Source-PE MJST add the
S-PVBI (MWPN_ID nLSP_ID) for the data nLSP to its Aist; The (S, G
state at reveier-PE SHOULD set the S-PMSI (M/PN_ID, nLSP_ID) as IIF.

After the PIM (S, G state created at Source-PE, the traffic can be
sent to data nmLSP i medi ately.

The P2MP nRSVP- TE path nessage for data nLSP MJST include the ERO
obj ects when the explicit path is given for the source S.

There is no default nLSP to data mlLSP switching for this option.

Han, et al. Expi res January 7, 2013 [ Page 16]



I nternet-Draft nVPN support by nRSVP-TE July 2012

4.2. Option 2

PIM (S, G join nessage received at Receiver-PE MJST be sent to the
default nmLSP and received by the Source-PE. This SHOULD trigger the
PIM (S, G state created at Source-PE and Receiver-PE, if the PIM
state was not created before. The PIM(S, G state at Source-PE
SHOULD add the M-PMSI (MVPN_ID) as OF; The (S,G state at

recei ver- PE SHOULD add the M-PMSI (MVPN_ID) as IIF.

After the (S,G state created at source-PE, the traffic can be sent
to the default nLSP.

Sour ce- PE MJUST detects the rate for the nulticast stream (S, G in a
MVWPN. |If the traffic rate for (S, G exceeds the configured

t hreshol d, the Source-PE MJST flood the mLSP join TLV to all PEs.
Each PE, if it is interested to receive the traffic for (S, G, MJST
initialize a nRSVP-TE P2MP path nessage to the Source- PE.

The P2MP path nmessage MUST include the ERO objects when the explicit
path is given for the source S.

After the Source-PE creates a data nLSP for (S, G, it MJST switch the
traffic fromdefault nLSP to data nlLSP.

4.3. Option 3

PIM (S, G join nessage received at Receiver-PE MIST be sent to the
default nmLSP and received by the Source-PE. This SHOULD trigger the
PIM (S, G state created at Source-PE and Receiver-PE, if the PIM
state was not created before. Unlike the option 2, PIM does not add
the default nLSP interface M-PMSI (M/PN_ID) as the IIF and OF for
(S, G state. In stead, Source-PE MJST trigger a nLSP join TLV
flooded to all PEs. Each PE, if it is interested to receive the
traffic for (S, G, MIST initialize a nRSVP-TE P2MP path nessage to
the Source-PE to build up a data nlLSP.

As the result of data nlLSP setup, The PIM (S, G state at receiver-PE
MUST add the S-PMSI (MVPN_ID, nLSP ID) as IIF. At the Source- PE,
after the data nmLSP is created. The PIM (S, G state MJST add the
S-PMSI (MVPN_ID, mLSP_ID) as A F;

The P2MP path message MUST i ncl ude the ERO objects when the explicit
path is given for the source S

There is no default nLSP to data mlLSP switching for this option.
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5. Pl M SM sol uti ons

Pl M SM supporting is different to the PIMSSM It involves sone
extra process |like PIMregister, register stop, RPT and SPT
swtching, etc [RFC4601]. Follow ng describes the details of

di fferent scenarios for MVPN Pl M SM

5.1. RP-PE nLSP

RP-PE nLSP is a nlLSP whose header-end is at the RP-PE, and nultiple
tail-ends at different Receiver-PEs. RP-PE nLSP is the equival ence
of RPT (RP tree or shared tree) of IP PIMin MPLS network. RP-PE
mM.SP wi || use the default nmLSP in the nmethod specified in this
docunent .

PIM(*, G RP) join nessage received at Receiver-PE MJST be sent to the
default nLSP and finally reach the RP-PE. Then, the Source-PE and
RP- PE can create the PIMstate for (*,G. The (*, G state at RP-PE
MUST have the M-PMSI (MVPN_ID) as its OF, and the (*, G state at
Recei ver- PE MUST have the M-PMSI (MPN_ID) as its IIF.

5. 2. Sour ce- PE nmlL.SP

Source-PE nLSP is a nLSP whose header-end is at a Source- PE.
Dependi ng on the location of tail-end, we have Source-PE to RP-PE
nmLSP, and Source-PE to Receiver-PE nLSP. Source-PE to RP-PE nlLSP is
the tree whose header-end is at the source-PE, and the tail-ends at
RP-PE. It is constructed after the PIMregi ster process is finished
but before the PIM SPT switching or data nLSP switching. Source-PE
to receiver-PE nLSP is the tree whose header-end is at the source-PE
and the tail-ends at receiver-PEs. It is built after SPT sw tching
or data nmLSP switching. By the nethod specified in this docunent,
Source-PE to RP-PE nLSP al so use the default nLSP |i ke RP-PE nlLSP.
source-PE to receiver-PE mLSP will use the data nlLSP.

When the Source-PE and RP-PE are sane (scenario 1 in section 6.3.1),
there is no Source-PE to RP-PE nLSP.

5.3. PIMregister process

PI M register process is between nulticast source and RP. Dependi ng
on the PR | ocation, we can have different scenari os.

5.3.1. Scenario 1: The multicast source and RP are behind the same PE
For this scenario, both RP and the nulticast source are behind the

sane PE for the same MVPN. | n another words, the unicast path from
the multicast source to the multicast RP for a particular M/PN does
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not need to go through one PE to another PE and cross the MPLS
network. So, the RP-PE is also the Source-PE. The PIMregister
process does not cross different PEsS in the core MPLS network. Both
RP- PE and source-PE are not aware of the PIMregister process. There
is no particular design consideration for MPLS tunnels.

Before PIMregi ster process, the PIM(*, G join nessage from

di fferent Receiver-PE MJIST be forwarded to the RP-PE. As a result,
the PIM(*, G state MJUST be created on both RP-PE and Recei ver-PE
The state (*, G at RP-PE has the M-PMSI (MVPN ID) as its OF, and the
state (*, G at Receiver-PE has the M-PMSI (MPN ID) as its IIF.

After the PIMregister process is finished, PIMstate on RP-PE wi ||
be changed to (S, G which inherits all OF fromits parent (*, Q.
There is no change for PIMstate for (*, G at Receiver-PE  The

mul ticast traffic will be flooded to all Receiver-PE through the RP-
nmLSP, or default nlLSP. the Receiver-PE SHOULD drop the traffic if it
does not have the (*, G state created before.

5.3.2. Scenario 2: The multicast source and RP are behind the different
PE

For this scenario, RP and the nulticast source are behind the
different PEs for the sanme MVPN. The unicast path fromthe nulticast
source to the multicast RP MJUST go through source-PE to RP-PE and
cross the MPLS network.

After the PIM*,Q join is forwarded to the RP-PE through the default
nmLSP fromdifferent Receiver-PE, Only the RP-PE and receiver-PE have
the state (*, G created. The state at RP-PE has the default nlLSP as
its OF, and the interface connecting to a CE as the IIF, which CEis
the nexthop to reach RP fromthe RP-PE. The state at receiver-PE has
the default nmlLSP as IIF.

At Source-PE, there is no forwarding state. Milticast source S MJST
start the register process by sending data packet to RP. The PIM
regi ster nessage is | P unicast nessage (encapsul ated nulticast data)
whi ch destination is to RP fromsource S, it SHOULD go through a

uni cast MPLS tunnel from Source-PE to RP-PE. The creation of unicast
MPLS tunnel is out of scope of this docunent.

When RP- PE receives register nessage which is encapsulated in MPLS
format, follow ng things SHOULD happen:

o0 RP-PE MJST de-capsul ate the MPLS packet and forward the PIM
regi ster nessage to RP behind the RP-PE. RP then MJUST forward the
mul ti cast packet (de-capsulated fromPIMregister nessage) to al
Receiver-PE. This is done through the (*, G state created before
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PIMregister process. The traffic fromRP wll be forwarded back
to RP-PE fromthe interface connecting to CE, and then RP-PE w ||
forward the traffic to RP-nLSP, or the default nlLSP.

o Al PEs attached to the default nlLSP SHOULD receive the traffic.
Sour ce- PE and receiver-PE which did not join the group G SHOULD
drop the traffic.

o RPinitialize a PIM(S, G join to source S. S address is retrieved
fromthe received data traffic fromPIMregister nessage. The
(S,G join nmessage MJUST be forwarded fromRP to RP-PE, and then
RP- PE MUST forward the join through the default nLSP to the
Source-PE. The address of Source-PE is determ ned by the BGP next
hop of the VPN address S.

o0 The Source-PE and RP-PE MJST create a PIM (S, G state as a result
of PIM(S,G join nessage processing, PIM (S, G state at Source-PE
MJUST have the M-PMSI(MWPN ID) as OF, PIM(S G state at RP-PE
MUST inherit all OF fromthe previous (*, G state, and adds the
M-PVSI (MPN ID) as IIF. Note, the OF for old (*, G state has
had the M-PMSI (MVPN_ID) as OF, this OF MJST NOT be inherited
for (S, Q.

0o At Source-PE, the nulticast traffic received froma nulticast
sour ce behi nd Source-PE, MJST be forwarded through the source-PE
to RP-PE nLSP represented by the OF of M-PMSI (MPN_ID). The
"source-PE to RP-PE nLSP" is the default nLSP. Meanwhil e,
mul ti cast source S still enbeds the traffic as the PIMregister
nmessage and send it to RP through the unicast MPLS tunnel.

o After the RP-PE receives the traffic fromthe source-PE to RP-PE
m.SP (default nLSP) during the PIMregister process, follow ng
events SHOULD happen

1. RP- PE SHOULD forward the traffic to RP.

2. After RP receives the native multicast traffic fromthe
interface which was used to forward the PIM (S, G join nessage
to multicast source S, RP SHOULD stop de-capsulating the PIM
regi ster nessage. All received PIMregister nmessage will be
di scar ded.

3. RP Sends a PIMregister-stop (unicast) nessage to nulticast
source S.

o After the multicast source receives register-stop nessage, it MJST

stop to send PIMregister nessage to RP, and all nulticast data is
natively forwarded by the (S,G state to flood to the source-PE to
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RP- PE nmLSP, or the default nLSP.
5.4. SPT sw tching

After Receiver-PE receive nulticast traffic fromthe default miLSP.
Each Recei ver-PE SHOULD forward the traffic to sone attached CEs by
the PIMstate (*, G created when the PIM(*, G join was received from
t he attached CEs.

After the traffic reaches the Last Hop Router (LHR), LHR can
initialize the Shortest Path Tree (SPT) swi tching by checking the
traffic rate. |If the rate exceeds the pre-configured threshold, LHR
SHOULD send the PIM (S, G join to the nulticast source.

Wth the above solution for SPT switching, the Receiver-PE MJST still
forward the PIM (S, G join to the default nLSP. And the PIM (S, G
state SHOULD be created at the Receiver-PE and the state SHOULD
inherit all Aist fromthe previously created (*, G state.

As a result of this SPT switching solution, only Receiver-PE has the
PIM state change. The traffic will be forwarded by (S, G instead of
(*,QG. Source-PE has no change to the PIMstate (S,G. There is no
MPLS LSP changes for the traffic forwarding path in MPLS core
network. The traffic is still forwarded to the default nlLSP at

sour ce- PE.

5.5. RPT prune

Usi ng the above nethod, the SPT switching does not lead to the
traffic receiving interface change on the receiver PE, so, there is
no RPT prune nessage triggered.

5.6. Data nLSP switching

As described in above section, the SPT switching does not change the
MPLS path for nmulticast forwarding. Sonme receiver-PEs still receive
the traffic even there is no intention to join the specific group G
W will use data nLSP switching to serve the simlar purpose for MPLS
network as SPT switching in IP network. By data nlLSP switching, the
mul ti cast forwarding path in MPLS network can be changed from a
shared tree (default nmlLSP) to a

0 Shortest MPLS path fromreceiver to source, if the explicit path
is not configured for the source S, and the QoS is not required.

o0 User defined path, if the explicit path is configured for the
source S, or the QoS reservation is required.
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5.

6.

If the traffic rate for the stream (S, G exceeds the threshold, the
Source-PE MUST flood the nLSP join TLV to all PEs. Each PE, if it
has already created the PIMstate for group G MJST initialize a
nMRSVP- TE P2MP pat h nmessage to the Source-PE. The Source-PE is found
by the BGP next hop address for S.

The Receiver-PE MJST update its IIF for state (S, G fromM -
PVSI (MWPN ID) to S-PMSI (M/PN ID, nLSP_ID).

After the data nLSP is constructed at Source-PE, the PIMstate (S, G

MJUST add S-PVMSI (MWPN ID, mLSP ID) to its Aist and prune the old AOF
M-PVSI (M/PN_ID). Note, at this nonent, the traffic is still sent to
the default nLSP fromthe Source-PE

As a result of OF updating for (S,G at Source-PE, the traffic is
switched fromthe default nmLSP to the data nlLSP for (S, Q.

7. Pl M state at Receiver-PE

PIM state at Receiver-PE may be different due to the rate threshold
configuration of SPT switching and data nLSP sw t chi ng.

o If the rate threshold for nLSP data switching is | ess than the
rate threshold for SPT switching, the data nLSP will be sw tched
earlier than the SPT switching in IP. The nulticast distribution
tree in MPLS could be switched to a shortest path tree but the
tree in IP network is still a shared tree. As a result, the
traffic is carried by a P2MP tunnel in MPLS network. But at the
recei ver-PE, the de-capsulated MPLS traffic MJUST be still
forwarded by a PIMstate (*,G which is corresponding to a shared
tree.

o If the rate threshold for nLSP data switching is greater than the
rate threshold for SPT switching, the data nmLSP will be swtched
|ater than the SPT switching in IP. The tree in IP network is
swtched to a shortest path tree but the nulticast distribution
tree in MPLS is still a default nmLSP. So, the traffic is carried
by a MP2MP tunnel in MPLS network, and at the receiver-PE, the de-
capsulated MPLS traffic will be forwarded by a PIMstate (S, G
which is corresponding to a shortest path tree.

Aggr egati on

Wth the nmethod descri bed above, there is one data nmlLSP per nmnulti cast
stream (S,G. This may not be feasible if the stream nunber is big,
or, thereis limt for MPLS |label for nulticast in a network. Under
t hose scenarios, traffic aggregation in MPLS network is desired.
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Aggr egation can save the MPLS tunnel, but always wth trade off.

When nmultiple MPLS nulticast trees are not conpletely overl apped, to
aggregate themw Il lead to sone sub-LSP waste the bandw dth. For
exanple, if two trees have different set of receiver-PEs, sone
traffic has to be dropped on a PEif it does not have the (S, G state
created before.

6.1. Aggregation by Default nlLSP

The aggregation by the default mLSP is straightforward. |f we do not
set the data nLSP for any (S,G, the traffic of (S G wll be kept in
the default nmlLSP forever. The aggregation for selective (S, G can be
done at CLI level by ACL (Access List) or any other kind of tool to
make the streans which satisfy some conditions to stay in the default
nmLSP.

6.2. Aggregation by Data nlLSP

The aggregation by the data nLSP can be achieved by the foll ow ng
ways

0 Source-PE assigns the sane nLSP ID for the streans expected to be
aggregat ed, and keeps the mapping for the nLSP ID to different
(S, 6.

o Source-PE floods the nLSP join TLV for each (S, G wth the sane
nmM.SP ID to default nliSP

0 Receiver-PE receives the nLSP join TLV and checks if the data nlLSP
corresponding to the nLSP ID is created already. |If yes,
recei ver- PE SHOULD only update its mapping for the nLSP ID to an
new (S, G but SHOULD NOT initialize the new path nessage to
sour ce- PE.

0 Source-PE SHOULD switch nmultiple streans which were assigned with
the sanme nLSP ID to the sane data nlLSP after it is created.

The aggregation by data nlLSP essentially aggregates nulticast streans
whi ch share the sanme source-PE even they have different nulticast
sour ce.

7. Non-VPN nul ticast support

The net hod specified in this docunent can also apply to the non-VPN
mul ti cast support.

For the non-VPN nmulticast case, we will take the sane approach as VPN
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mul ti cast case. Basically, we will treat the public table wth a
special VPN ID = 0 (see section 9 for VPN ID). By such treatnent,
the nulticast in public domain becones the nulticast in a special
table, and it can be supported as normal nVPN.

8. Message Format and Constants

Two types of new nessage format have to be introduced to support nVPN
by nRSVP-TE. One is the SESSI ON-obj ect nessage format for nmRSVP-TE.
Anot her is the nLSP join TLV nessage fornmat.

The SESSI ON-obj ect defined in nRSVP-TE is a opaque value (Fig. 7 in
[1-D.Izj-npl s-receiver-driven-nulticast-rsvp-te]). So, we can define
the details of the opaque val ue based on the nWVPN requirenment. For
the PI M SSM support option 1 (Fig. 1, Fig. 2), we can enbed the
"c-source" and "c-group" directly into the SESSI ON-object. But for
Pl M SM support, and Pl M SSM support option 2/3, we can enbed the
"mL,SP I D' into the SESSI ON-object (Fig. 3). "nLSP ID' can map to
different "c-source" and "c-group"” at PEs.

The nmlLSP join TLV nessage format is simlar to the MDT defined in
section 7.2 and 7.3 [RFC6037]. The difference is that we have to use
a value other than "P G oup"” for MPLS case since we do not have "P

G oup" for MPLS core network.

8.1. Path session object for PIMSSM option 1 (IPv4)

The MVPN nRSVP pat h nessage for PIM SSM option 1 for | Pv4 has the
follow ng format.

Cl ass = SESSI ON, nRSVP_TE_M/PN_| Pv4 C Type = TBD

0 1 2 3

01234567890123456789012345678901
T o S i T S S S S S S S i S S S S e o T

+
I
VPN | D +
I

C-source |
B i S T T T i S i e S i S S
C-group |

+-
L
|-|-- T S T o S S S S i o S S S e e e T
L.
|+- S T S e e T i S S S e T S S S S S

Fig. 1 nmVPN nRSVP-TE path session object for PIMSSM option 1 (1Pv4)
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VPN | Dt
This is the ID for MPN, it MIST be sane for the same VPN cross
a MPLS network. VRF RD (Route Distinguisher) or any other
uni que value in a MPLS network can be used for VPN ID. 0 is
reserved for the global MPLS nulticast or non MVPN case

C-source (32 bits):
the | Pv4 address of the traffic source in the VPN

C-group (32 bits):
the 1 Pv4 address of the nulticast traffic destination address
in the VPN
8.2. Path session object for PIMSSM option 1 (IPv6)

The MVPN nmRSVP path nmessage for PIM SSM option 1 for |IPv6 has the
follow ng format.

Cl ass = SESSION, nmRSVP_TE_MWPN | Pv6 C- Type = TBD
0 1 2 3
012345678901 23456789012345678901
R i T NI TR R S e e e R I S e il e I T e e e e S o o ol i I NI S S
I I
+ VPN | D +
I I
I ik aie: ST S S I I i o ST I I I I il sl e S
I I
| C-source |
I I
I I
B il ais S I o T i ot S S I Y S S S S it o
I I
I G group I
| |
I I
+-

I T i i S S i St S S
Fig. 2 mvVPN nRSVP-TE path session object for PIM SSM option 1 (IPv6)

VPN | D
Sanme definition as in Fig. 1
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C-source (128 bits):
the | Pv6 address of the traffic source in the VPN

C-group (128 bits):
the | Pv6 address of the nulticast traffic destination address
in the VPN

8.3. Path session object for other PI M nodes (IPv4)

The MVPN nRSVP- TE path nessage for PIMSM PIMSSM (Option 2 and 3)
for 1Pv4 has the follow ng format.

Class = SESSI ON, nRSVP_TE_M/PN_| Pv4 C- Type = TBD

0 1 2 3
01234567890123456789012345678901
T S S T S S S S e T o S S S S S

+
VPN | D +
T S S S T i o S S e e i

n.SP I D |

+-
\
L.
I+- e i o i S o S i sk o S SN S SR SR S

Fig. 3 nmvVPN nRSVP-TE path session object for PIMSM PI M SSM (Opti on
2 and 3)

VPN | D
Sanme definition as in Fig. 1

nm_.SP | D:
the mLSP I D corresponding to a tunnel, 0 is reserved for
default nmLSP. For all non-zero mLSP ID, it SHOULD conme from
the mLSP join TLV nessage, see Fig. 4 and Fig. 5
8.4. Path session object for other PI M nodes (IPv6)

The MVPN nRSVP-TE path nessage for PIMSM PIMSSM (Option 2 and 3)
for 1Pv6 has the follow ng format.

Class = SESSION, nRSVP_TE_M/PN_| Pv6 C Type = TBD

The session object format is the same as for |IPv4 showmn in Fig 3.
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8.5. nlLSP TLV Message format for |Pv4
The nmlLSP Join TLV for I Pv4 streans has the follow ng fornat.
0 1 2 3

01234567890123456789012345678901
T ST S T T T o S =

| Type | Lengt h | Reserved |
I ik aie: ST S S I I i o ST I I I I il sl e S
| C-source |
i i i T i Sl S R e R e R
| C-group |
i S e L ks S S S S S S S s
| m_.SP | D |

T T T S T T o S S S e e S S S S S S T 2

Fig. 4 nLSP join TLV nessage format for |Pv4

Type (8 bits):
MUST be set to 1.

Length (16 bits):
MJST be set to 16.

Reserved (8 bits):
for future use.

C-source (32 bits):
the | Pv4 address of the traffic source in the VPN

C-group (32 bits):
the 1 Pv4 address of the nulticast traffic destination address
in the VPN
m.SP ID (32 bits):
the mLSP I D corresponding to the data nLSP carrying the flow
(G source, C-group).
8.6. nLSP TLV Message format for |Pv6

The mLSP Join TLV for IPv6 streans has the follow ng fornmat.
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0 1 2 3
01234567890123456789012345678901
ST TS S ST A S SN I A WA R RS
Type | Lengt h | Reser ved |
S g

C-source

C-group

—_—_

+-

B R e T e i T o S S S S S R R N il sl s o S SRR R S S

B e ik e R e ol ik i s o it T R e T S e e e e o

| nmLSP I D |

T T N e i o T e e e i e S e o s
Fig. 5 nLSP join TLV nessage format for |Pv6

Type (8 bits):
MUST be set to 4.

Length (16 bits):
MJUST be set to 40.

Reserved (8 bits):
for future use.

C-source (128 bits):
the | Pv6 address of the traffic source in the VPN

C-group (128 bits):
the 1 Pv6 address of the nulticast traffic destination address
in the VPN
m.SP ID (32 bits):
the mLSP I D corresponding to the data nLSP carrying the flow
(G source, C-group).
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10. | ANA Consi der ati ons

There is no change with regards to | ANA

11. Security Considerations

There is no change with regards to the security for PIM protocol and
nMRSVP- TE after the MVPN i s provided
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