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Abstract
The 1 2RS Working G oup (W5 has described a set of use cases that the
| 2RS systens could fulfil. This docunent summarizes these use cases.
It is designed to provide requirenents that will aid the design of
the I 2RS architecture, Information Mdels, Data Mdels, Security, and
prot ocol s.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups may al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi mum of six nonths
and nmay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Novenber 15, 2015.
Copyright Notice

Copyright (c) 2015 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

Thi s docunent is subject to BCP 78 and the I ETF Trust’s Legal
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent rmnust
include Sinplified BSD License text as described in Section 4.e of
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1. | ntroducti on

The Architecture for the Interface to the Routing System
[I-D.ietf-i2rs-architecture] allows for a nmechani smwhere the

pl ane can be augnented by an outside control
pl ane through an open, accessible interface. This docunent

di stri buted control

summari zes the use case requirenents for thel 2RS client-12RS Agent
exchange found in the foll ow ng docunents:

0]

0]

0]

BGP described in [I-D. keyupate-i 2rs-bgp-usecases]
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Prot ocol | ndependent described in [I-D.white-i2rs-use-case]

| GP protocols as described in [draft-ietf-wu-i2rs-igp-usecases]
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Control of Forwarding Path by Central Control Network El enent
(CCNE) [I-D.ji-i2rs-usecases-ccne-service]

Virtual Connections and Virtual Networks described in
[I-D. hares-i2rs-use-case-vn-vc]

Topol ogy use cases [|-D.amante-i 2rs-topol ogy- use-cases]

Topol ogy requirements [I-D. medved-i 2rs-topol ogy-requirenents]
Service chaining described in [I-D.bitar-i2rs-service-chai ni ng]
Traffic Steering described in [I-D.chen-i2rs-ts-use-case]

MPLS TE Networ ks described in [I-D. huang-i 2rs-npl s-te-usecases]
MPLS LDP Networ ks described in [I-D.chen-i2rs-npls-I|dp-usecases]

Mobi | e BackHaul Use cases described in
[1-D. zhang-i 2r s- nbb- usecases]

Large Flows use case described in
[I-D. krishnan-i2rs-1arge-fl ow use-case]

Large Data Col l ection Systens Use cases described in
[1-D. swhyte-i2rs-data-coll ection-systen

CDNI requesting routing
[I-D. shin-i2rs-usecases-cdni-request-routing]

Each group of use cases is presented in its own docunment. Each use
case is labeled with an identifier TTT-REQ nn where TTT represents
the type of use case. The abbreviations for TTT are:

0]

0]

Pl - Protocol |ndependent
BGP - BGP
IGP - 1 GP protocols

CCNE - CCNE control of forwarding path

VCoD - Virtual Connections on Denmand
VNoD - Virtual Networks on Denmand
Topo - Topol ogy I nformation
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o VI-TMD - Virtual Topol ogy: Topol ogy Data Model

o VI-TDMIP - Virtual Topol ogy: Topol ogy Data Mdde for | P/ MPLS
o0 SFC - Service Chaining requirenents

o TS - Traffic Steering

o MPLS-LDP - MPS Topol ogi es supported by LDP

o MLS-TE - MPLS-TE topol ogi es

o MBH - Mbile Back- Haul

o L-Flow - Large Flows

o L-Data - Large Data Col |l ection

o CDN - CDNI networks

Each use case is also augnented with a notation signifying whether it
is in or out of scope with regard to the current |2RS charter:

o IC In charter
o OC. Qut of charter

o NA not applicable to I 2RS protocol, agent, client or nodels.
Usually related to specific client-side app requirenents.

0O ?7: indicates this item needs additional classification aid from

t he WG
In some cases a specific draft may be out of charter, but
(sub) conponents of it’'s requirenent set may be in charter. 1In
charter. As such, (1C OC| NA) designations may appear at the draft
| evel, at the requirenent level, or at the sub requirement level. In

i nstances where designations do not appear at nore specific |evel,
t he designation at the parent |evel should be considered to be
i nherited.

2. Protocol Independent Use Case Requirenents

This is a summary of the |2RS requirenments found in the Protocol
I ndependent Use Cases described in: [I-D. white-i2rs-use-case] (10):

o PI-REQOL (IC: The ability to nonitor the avail abl e routes
installed in the RIB of each forwardi ng device, including near
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real time notification of route installation and renoval. This
i nformati on nmust include the destination prefix (NLRI), a table
identifier (if the forwardi ng device has multiple forwarding

i nstances), the netric of the installed route, and an identifier
indicating the installing process.

o PI-REQQ2 (IC): The ability to install source and destination based
routes in the local RIB of each forwardi ng device. This nust
include the ability to supply the destination prefix (NLRI), the
source prefix (NLRI), a table identifier (if the forwardi ng device
has nultiple forwarding i nstances), a route preference, a route
metric, a next hop, an outbound interface, and a route process
identifier.

o0 PI-REQ3 (1C): The ability to install a route to a nul
destination, effectively filtering traffic to this destination.

o PI-REQO4(??): The ability to interact with various policies
configured on the forwardi ng devices, in order to informthe
policies inplenented by the dynam c routing processes. This
i nteraction should be through existing configuration nechani sns,
such as NETCONF, and shoul d be recorded in the configuration of
the | ocal device so operators are aware of the full policy
i npl enmented in the network fromthe running configuration.

o PI-REQQO5 (OC): The ability to interact wth traffic flow and ot her
network traffic | evel neasurenent protocols and systens, in order
to determ ne path performance, top tal kers, and other informtion
required to nmake an i nforned path decision based on locally
configured policy.

o PI-REQU6 (1C): The ability to install destination based routes in
the local RIB of each forwarding device. This nust include the
ability to supply the destination prefix (NLRI), a table
identifier (if the forwardi ng device has nultiple forwarding
i nstances), a route preference, a route netric, a next hop, an
out bound interface, and a route process identifier.

o PI-REQD7 (1C: The ability to read the | ocal R B of each
forwardi ng device, including the destination prefix (NLRI), a
table identifier (if the forwardi ng device has nultiple forwarding
i nstances), the netric of each installed route, a route
preference, and an identifier indicating the installing process.

o PI-REQO8 (1C): The ability to read the tables of other |ocal
protocol processes running on the device. This reading action
shoul d be supported through an inport/export interface which can
present the information in a consistent manner across all protocol
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3.

i npl enentations, rather than using a protocol specific nodel for
each type of avail abl e process.

Pl - REQD9 (OC for sonme protocols): The ability to inject
information directly into the I ocal tables of other protocol
processes running on the forwarding device. This injection should
be supported through an inport/export interface which can inject
routing information in a consistent manner across all protocol

i npl enent ations, rather than using a protocol specific nodel for
each type of avail abl e process.

Pl -REQLO (OC): The ability to interact with policies and
configurations on the forwardi ng devices using tine based
processing, either through tinmed auto-rollback or some other
mechanism This interaction should be through existing
configuration nechani snms, such as NETCONF, and shoul d be recorded
in the configuration of the |ocal device so operators are aware of
the full policy inplenmented in the network fromthe running
configuration.

BGP Use Case Requirenents

This is a summary of the requirenents listed in
[I-D. keyupat e-i 2rs- bgp-usecases] are (10):

0]

BGP- REQDL (1C): 12RS client/agent exchange SHOULD support the
read, wite and quick notification of status of the BGP peer
operational state on each router within a gi ven Aut ononbus System
(AS). This operational status includes the quick notification of
protocol events that proceed a destructive tear-down of BGP

sessi on

BGP- REQD2 (1C): 12RS client SHOULD be able to push BGP routes with
custom cost conmunities to specific |I2RS agents on BGP routers for
insertion in specific BGP Peer(s) to aid Traffic engi neering of
data paths. These routes SHOULD be tracked by the |I2RS Agent as
specific BGP routes with custoner cost communities. These routes
(wll/wll not) installed via the R B-1nfo.

BGP- REQD3 (1CQ: 12RS client SHOULD be able to track via read/
notifications all Traffic engineering changes applied via | 2RS
agents to BGP route processes in all routers in a network.

BGP- REQD4 (1 C): |12RS Agents SHOULD support identification of
routers as BGP ASBRs, PE routers, and | BGP routers.
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0 BGP-REQD5 (1C): 12RS client-agent SHOULD support witing traffic
fl ow specifications to | 2RS Agents that will install themin
associ ated BGP ASBRs and the PE routers.

0 BGP-REQU6 (1C: I2RS dient SHOULD be able to track fl ow
specifications installed within a IBG Coud within an AS via
reads of BGP Flow Specification information in |I2RS Agent, or via
notifications froml2RS agent

o BGP-REQD7 (1C: 12RS client-agent exchange SHOULD support the |2RS
client being able to prioritize and control BGP s announcenent of
flow specifications after status information readi ng BG® ASBR and
PE router’s capacity. BGP ASBRs and PE routers functions within a
router MAY forward traffic flow specifications received from EBGP
speakers to | 2RS agents, so the |I2RS Agent SHOULD be able to send
t hese fl ow specifications from EBGP sources to a client in
response to a read or notification.

o0 BGP-REQD8 (1C): I12RS dient SHOULD be able to read BGP route
filter information from | 2RS Agents associated with | egacy BGP
routers, and wite filter information via the |I2RS agent to be
installed in BGP RR The |I2RS Agent SHOULD be able to instal
these routes in the BGP RR, and engage a BGP protocol action to
push these routers to ASBR and PE routers.

o0 BGP-REQD9 (1CQ: I2RS client(s) SHOULD be able to request the |I2RS
agent to read BGP routes with all BGP paranmeters that influence
BGP best path decision, and wite appropriate changes to the BGP
Routes to BGP and to the RIB-Info in order to mani pul ate BGP
rout es

o0 BGP-REQLO (1C): 12RS client SHOULD be able instruct the |I2RS
agent(s) to notify the I2RS client when the BGP processes on an
associ ated routing system observe a route change to a specific set
of IP Prefixes and associ ated prefixes. Route changes include: 1)
prefi xes being announced or w thdrawn, 2) prefixes being
suppressed due to flap danmping, or 3) prefixes using an alternate
best-path for a given IP Prefix. The |I2RS agent should be able to
notify the client via publish or subscribe nmechani sm

o BGP-REQL1 (IC: I12RS client SHOULD be able to read BGP route
information from BGP routers on routes in received but rejected
fromADJ-RIB-1N due to policy, on routes installed in ADJ-RIB-1N
but not selected as best path, and on route not sent to | BGP peers
(due to non-sel ection).

o0 BGP-REQL2 (I1C: I12RS client SHOULD be able to request the |I2RS
agent to read installed BGP Policies.
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BGP- REQL3 (1 C): |12RS client SHOULD be able to instruct the |I2RS
Agent to wite BGP Policies into the running BGP protocols and
into the BGP configurations.

BGP-REQL4 (1 C): 12RS client-agent SHOULD be able to read BGP
statistics associated with Peer, and to receive notifications when
certain statistics have exceeded limts. An exanple of one of

t hese protocol statistics is the max-prefix limt.

BGP- REQL5 (1C): The I2RS client via the | 2RS agent MJST have the
ability to read the loc-RIB-In BGP table that gets all the routes
that the CE has provided to a PE router.

BGP- REQL6 (1 C): The I12RS client via the |2RS agent MJST have the
ability to install destination based routes in the |ocal R B of
the PE devices. This nmust include the ability to supply the
destination prefix (NLRI), a table identifier, a route preference,
a route netric, a next-hop tunnel through which traffic would be
carried

BGP- REQL7 (1C): The I2RS client via the | 2RS agent SHOULD have the
the ability to read the loc-RIB-in BGP table to discover
over | apping routes, and determ ne which nay be safely marked for
renoval .

BGP-REQL8 (1 C): The I12RS client via the |I2RS Agent SHOULD have the
ability to nodify filtering rules and initiate a re-conputation of
the local BGP table through those policies to cause specific
routes to be marked for renoval at the outbound eBGP edge.

| G Use Cases

This is a sunmary of the requirenents listed in (ietf-draft-wu-ir2s-
i gp- usecases-00.txt) (QOC):

0]

IGP-REQ 01 (OC): 12RS dient/Agent SHOULD Be able to read/wite
the the unique IGP identification for router within an AS (router-
id, systemid, or others). |12RS agents may notify the |I2RS client
of the detection of another router with the same uni que ID.

|GP-REQ 02 (OC): 12RS Cient SHOULD BE able to aid in I GP table
reduction by actively nonitoring |IGP tables and by all ow ng
changes to the I GP configuration in order to partition the | GPS
and place ABRs and ASBRs. The |I2RS Cient/Agent exchange nust
allow for a rapid cycle of querying of I GP topology information
and downl oadi ng of a new protocol configuration or updating of |IGP
nexthops in RIBs and FIBs to rapidly switch to new tenporary |GP
topol ogi es. These alternate topologies may be cal cul ated by a

Hares & Chen Expi res Novenber 15, 2015 [ Page 8]



I nternet-Draft | 2RS Use Cases Req May 2015

application attached to the i2rs client and updated to the i2rs
agent, or determned at the i2rs agent.

o IGP-REQ 03 (OO): 12RS protocol and nodels shoul d support Loop-Free
Alternative (LFAs) [RFC5286] deploynents in in pure |P and MPLS/
LDP networks to provide single-point-failure protection for
uni cast traffic. This includes the configuration, nonitoring of
LFA changes, and letting off-1ine pre-conputed paths for LFA
backup of all links and prefixes in the network and cal cul ating
the protection coverage and recogni zing optim zation to be
downl oaded to appropriate devices via the 12RS interface (Cient-
Agent). Again, it is inmportant to have depl oynent of changes
foll owed by real -tinme feedback

o IGP-REQ 04 (OC): The |12RS programmatic interface SHOULD al |l ow t he
bal anci ng of both ECWP traffic flows and end-to-end traffic flows
inthe GP. The |I2RS SHOULD support nonitoring of the dynamc
traffic flowin the network, and the query of the maxi num capacity
of the network. This include the I2RS client’s transm ssion to
the | 2RS agent of updated configuration after an off-1ine
optim zation to either spread traffic (across ECVMP pat hways) or
aggregation of traffic onto a single path so the rest of the
devi ces may power off saving power (and noney.

o IGP-REQO05 (OC): The 12RS interface (protocol and data nodel s)
SHOULD use the subscription mechanismto filter the topol ogy
changes to interested events and use the publish nechanismto
control the pace these events are notified. This filtering should
protect the 12RS Cient or even applications who depend on
t opol ogy data from bei ng drowned by massive original events or
duplicate events fromdifferent sources

o IGP-REQO06 (OC): Since IGP protocol is essential to the whole
network, the 12RS Cients SHOULD nonitor about the protocol’s
runni ng status before forwarding is inpacted. Performance data
can be collected through collecting static configuration and
observing dynam c status. Static data includes the nunber of
i nstances, interfaces, nodes in the network and etc. Dynam c data
i ncl udes adj acency status, the nunber of entries in |link-state
dat abase and in the routing table, the calculation status, the
overl|l oad status, the graceful switch-over status, and others

o IGP-REQ 07 (OC): The I12RS interface (protocol and I M) should
support a nechani smwhere the 2RS Cients can subscribe to the
| 2RS Agent’s notification of critical node | GP events. For
exanpl e, link-state database or routing table is under the status
of overflow or the overflow status is released, the cal cul ation
continues for a long tine, the systemis under graceful reboot.
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5.

0]

|GP-REQ 08 (OC): The 12RS interface (protocol and I M) shoul d
support the reporting of I1GP statistic such as dropped packet
statistics. These statistics will aid detection of network
failures or secruity attacks.

CCNE Use Cases

The use cases in | 2RS Use Cases for Control of the Forwarding Path by
a Central Control Network El enent (CCNE)
[I-D.ji-i2rs-usecases-ccne-service] indicate the foll ow ng

requi renments for |12RS (OO :

0]

CCNE-REQ 01 (1C): 12RS interface should support |2RS client
running on a CCNE to be able to pull information fromboth the BGP
RR and the PCE. This information can include: BGP topol ogy

i nformati on, BGP routes, BGP statistics, BG Peer topologies, PCE
topol ogy information, and PCE state information. The |2RS
Client’s request for reading of the RR and PCE topol ogy

i nformati on needs to have tinely and rapid response fromthe |I2RS
Agent .

CCNE-REQ 02 (I C for some constraints): |2RS client should be able
to set resource constraints at the |2RS Agent, and receive status
information on the setting of resource constraints.

CCNE- REQ 03 (I C for sonme constraints): |I2RS interface should be
able to set service goal value to CCNE

CCNE- REQ 04 (OC): 12RS client should be able support information
nodel s that allow re-optim zation traffic nodel at at CCNE .

CCNE- REQ 05 (1Q): I12RS client should be able to receive
notification at the CCNE, and be able to send status to the |I2RS
agent .

CCNE-REQ 06 (NA): 12RS client should work in parallel wth
traditi onal network managenent or OAM protocols sent to the
general NE

CCNE- REQ 07 (NA): 12RS clients should be able to to be |ight
wei ght enough to be able to support running on a variety of
devices (routers, centralized servers, or devices doing both).

Topol ogy Rel ated Use Cases

This section describes Topol ogy or Virtual Topol ogy rel ated
requi renents the 12RS interface (protocol and information nodel (IM
included in the follow ng types of use cases:
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6.

1.

2.

<

rtual Connections on Demand: VCoD- REQ

<

rtual Networks on Demand: VNoD- REQ

<

rtual Topol ogy I nformati on Topo- REQ

<

rtual Topol ogy Data Model: VT- TDM REQ

<

rtual Topology | P Data Mdel: VT-TDM P- REQ

<

rtual Topol ogy Network El enment: VT-NE-REQ ( TMF- CGEN- 1)
Virtual Connection Use Case Requirenents

VCoD- REQQ1 (OC): |2RS Agents SHOULD provide the ability to read
the virtual network topol ogy database for the technol ogy
supported. For optical, these are the optical connections and
what node they connect to, and the topol ogies created. For MPLS,
this is virtual circuit avail able, what nodes they connect to, and
t he network topol ogies created. For |IP technologies, this could

i nclude the GRE tunnels, what interface it connects to, and the

t opol ogi es created. For Ethernet circuits this should involve
circuit type (e.g, point-to-point (p2p) or point-to-nultipoint
(p2np)) and what nodes it can reach, and the topol ogi es created.

VCoD- REQD2 (QOC): | 2RS Agent SHOULD provide the ability to
i nfluence the configuration of a virtual circuit in a node.

VCoD- REQD3 (OC): 12RS Agent SHOULD provide nonitor and provide
statistics on the virtual connection to the 12RS client via a Read
request or status Notification. The I2RS client can then
determne if the connection falls below a quality |evel the
application has requested. |If the I12RS client does determ ne the
circuit is belowthe required quality, it could create another
circuit. The |I2RS may choose to create the second virtual

circuit, transfer flows, and then break the first circuit.

Virtual Network Use Case Requirenents

The requirenments for the Virtual Networks on Demand (VCoD) are:

o VI-VNREQU1 (1C): I2RS Agents SHOULD provide the ability to read

the virtual network topol ogy database for the technol ogy supported
to determ ne nodes and connections. For optical, these are the
opti cal connections and what node they connect to, and the

t opol ogi es created. For MPLS, this is virtual circuit avail abl e,
what nodes they connect to, and the network topol ogi es created.

For I P technologies, this could include the GRE tunnels, what
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6.

3.

interface it connects to, and the topol ogies created. For

Et hernet circuits this should involve circuit type (e.g, point-to-
poi nt (p2p) or point-to-mnultipoint (p2np)) and what nodes it can
reach, and the topol ogi es created.

VNoD- REQD2 (1 C): |2RS Agent SHOULD provide the ability to
i nfluence the configuration of a virtual circuit in a node.

VNoD- REQD3 (1 C): |12RS Agent SHOULD provide nonitor and provide
statistics on the virtual connection to the I12RS client via a Read
request or status Notification. The |I2RS client can then
determine if the connection falls below a quality |level the
application has requested. |If the I2RS client does determ ne the
circuit is belowthe required quality, it could create another
circuit. The I2RS may choose to create the second virtual

circuit, transfer flows, and then break the first circuit.

VNoD- REQU4 (1 C): |1 2RS Agent SHOULD provide the ability to
i nfl uence the configuration of a virtual network in a node.

VNoD- REQDS5 (OC): |12RS Agent SHOULD provide the ability to report
statistics on the network nodes and end-to-end traffic fl ows via
read of status data or via notifications of status.

VNoD- REQU6 (1 C): The I2RS protocol and RI B Informational Model
(I'M nust support logical tunnels of type MPLS as well as IP, GRE
VXLAN and GRE. Large Carrier networks utilize MPLS in a variety
of forms (LDP, static MPLS TE, or dynanmic TE LSPS created by RSVP-
TE or CR-LDP).

VNoD- REQD7 (1C): 12RS SHOULD support |nformational Mdels and
features to all ow MPLS technol ogies to create Hub-spoke topol ogy
and service routing in networks in Carriers, Enterprise, and Data
Centers.

VNoD- REQU8 (1 C): |12RS protocols, Information Mddels, and Data
Model s nmust be able to support Carriers using these MPLS

t echnol ogi es to support networks for Mbile BackHaul, on-denmand
MPLS overl ays, and on-denmand vi deo conferenci ng networki ngs.

Topol ogy Use Case

The requirenents in [I-D. amante-i 2rs-topol ogy-use-cases] topol ogy use
cases focus around the architecture of topol ogy manager,
orchestrati on manager, and policy in the figure below (1C):
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O - +
o e — - + |
| Applications |-+
o e e m +
A Websockets, ReST, XWPP...
T e +
| | |
S + e + S +
| Pol i cy | <----] Topol ogy Manager | ---->] Orchestration
| Manager | I + | | Manager
S + | | Topol ogy I nformation| | S L +
| | Model | ]
[ + |
oo +
N NN
Websocket's, ReST, XWMPP # | * Websockets, ReST, XWPP
####################### | kkkkhkhkhkhkkhkhkhkhkkhkkhkhkhkkhkkhkhkkkhkhkhk*k
# *
S S + } S S +
| Statistics | | | I'nventory |
| Collection | | | Collection |
Fom e e o + | o e o +
A | 12RS, NETCONF, SNWP, A
| | TL1 ... |
U U +
| | |
S + S + S +
| Net wor k El errent | | Net wor k El errent | | Net wor k El errent |
| +----------- + | | +----------- + | | +----------- + |
| |Information| |<-LLDP->| |Information| |<-LMP-->| |Information| |
| | Model | | | | Model | | | | Model | |
| +----------- + | | +----------- + | | +----------- + |
S + S + S +

o0 Topo-REQ 01 (1 C): The Topol ogy Manager Should be able to collect
t opol ogi cal information via the |I2RS dient-Exchange exchange from
a variety of sources in a normalized topol ogical nodel. These
sources can be:

* Live Layer IGP I1GPs with information about the active topol ogy
such as the LSDB dat abase or | GP updates,

* The |12RS nust enable the inventory systeminformation to query
for informati on about network conponents which are not not
visible to active L3. These systens can be active or sinply
invisible to the L3. Exanples of this are L2 Ethernet switches
or ROADMS
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* Statistic Collection systens that provide traffic information,
such as traffic demands or link utilizations.

(fromsection 3.2)
0 Topo-REQ 02 (OC): Topology information is provided fromCdients to

hi gh-1 ayer applications via a northbound interface (such as ReST,
Websockts, or XWVPP.

o0 Topo-REQ 03 (1C): Topol ogy Manager should be able to collect and
keep current topology information for nultiple |layers of the
network: Transport, Ethernet and I P/MPLS, as well as information
for multiple Layer 3 I GP areas and mnul ti pl e Aut ononobus Systens
(ASes). This information nmust contain cross-|layer unerlying
Shared Ri sk Link Goups (SRLG wthin transport or Ethernet
| ayers. (from section 3.2)

o0 Topo-REQ 04 (OC): Topol ogy manager be able to use I2RS i ent-
Agent protocol to to collect dynam c inventory information from
network el enents. An exanple of these protocols are the Link

Layer discovery protocols (LLDP, LMP, etc.) which automatically
identify renpote nodes and ports. (fromsection 3.2)

0 Topo-REQ 05 (1C):12RS Should enable the Policy manager to query
and store the follow ng types of policies:

* Policies that contain Logical identifier Nunbering in order to
correlate IP Prefixes to

+ link based on link type (P-P, P-PE, or PE-CE)
+ |IGP Area
+ L2 VLAN assignnments
* Routing Configuration policies that correlate:
+ OSPF area/lSIS Net-1D to Node (type)

+ BCGP node related policies (aggregation routes at node, nax-
prefix (per node), or AFI/SAFlI per node

+ Security policies - with ACLs or rate-limts
+ Network Conponent access policies (for managenent

(fromsection 3.3)
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0 Topo-REQ 06 (OC): |2RS should enable a orchestrati on nmanager
attached to an I2RS client to conmmunicate with |I2RS agents into
order to stitch together End-to-end services for network bandw dth
opti m zation, |oad bal ancing, and C ass-of-Service with point
services (Firewall or NAT) within the end-to-end service). The
orchestrati on manager should al so be able to i medi ately schedul e
any of these resources via the 12RS-Cient |2RS agent exchange.
(fromsection 3.4)

o0 Topp-REQ 07 (OC): The |I2RS exchange shoul d enable a statistics
collector to collect statistics fromthe routing function of the
net wor k nodes and archi ve and aggregate the statistics into a
statistics warehouse. Statistics nust be given and stored in an
normal i zed form Metadata nust be stored with the statistics.
(fromsection 4.1.1.2) (Editor: there is some suggestion of
periodi c reports)

o0 Topo-REQ 08 (I1C): 12RS dient-12RS agent exchange nust be provide
enough interoperability that the Topol ogy manager, Policy manager,
and inventory systens can be available fromdifferent vendors

0 Topo-REQ 09 (1C: TE tunnels nust be able to be created by the
exchange between the 12RS client and the | 2RS agent. (from section
4.1.1)

0 Topo-Req-10 (NA): |2RS nust provide a comon and up-to-date
normal i zed view of the topol ogies that that support security
audi ting, and | P/ MPLS Provisioning (L2/L3) which includes:

* ldentifying Service PE's in all markets/cities where the
custoner has identified they want service,

* ldentifying one or nore existing Servies PEEs in each city with
connectivity to the access network(s) ( e.g.: SONET/ TDM used
to deliver the PE-CE tail circuits to the Service's PE)

* (Cbtain via query/notification the avail able capacity on
Services PE in both the PE-CE access interface and its uplinks
to termnate the tail circuit

* Providing the context in I2RS for an iterative query nechani sm
needed by |I2RS client attached to the the Topol ogy to narrow
down the scope of resources to the set of Services PEs with the
appropriate uplink bandwi dth and access circuit capability plus
capacity to realize the requested VPN servi ce.

(fromsection 4.1.2)
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0 Topo-REQ 11 (NA): The VPN application attached to the |I2RS client
shoul d be able to hand the I12RS Cient a candidate |ist of Service
PE' s and associ ated access circuits to set up a Custoner’s VPN
service into the network. (fromsection 4.1.3) [Editor’s note
Thi s request shares requirenments with VCoD REQ 01.]

0 Topo-REQ 12 (NA): The Topol ogy Manager associated with the |I2RS
client nmust be able to use the nornmalized view of the network to
set up additional queries (or notification publications) to
provi de an accurate and conprehensive picture in order a) diaghose
faults/failures, and b) augnment the network with additional
services, and c) provide network topology maps for different
purposes. (from section 4.1.3)

0 Topo-REQ 13 (1C):The I12RS client-agent exchange and i nfornational
nodel s shoul d support a Virtual Network Topol ogy (VNT) conprise of
one or nore LSPS and | ower |ayer resources. The VNT of MPLS nust
be able to link | ower |ayer resources with the higher |ayer, and
present a normalize formthe the PCE as defined [ RFC5623].

0 Topo-REQ 14 (OC): The I2RS client-agent protocol and nodels shoul d
support the use of a PCE to conpute MPLS-TE paths within an
“domain" (I GP area), or across nultiple "domains" (nulti-area AS,
mul tiple ASes") as specified in [RFC4655]. This neans the PCE
I nformati onal nodel shoul d support:

* enhanced conputation in the single | GP domain

* cross-AS path conputation based on the nmultiple entrance of
exit points froman AS,

* linking multiple PEs in nultiple domains together, and

* synchroni zation of TED associated with the PCE to the topol ogy
manager (via |2RS client/nessages), and

* sending read/ wites to the head-end-nodes
(section 4.3)

o0 Topo-REQ 15 (OC): the I2RS protocol and Information nodels should
support the ALTO ([ RFC5693]) generation of abstract network
t opol ogy nodels and the APIs it support over web-service API. The
ALTO abstract network topol ogy cones in two fornms: Network Map
(based prefix-to PID mapping), and Cost nmap. The ALTO map is
automatically generated from BGP and | GP data which the ALTO
server queries fromthe network and makes available to
applications via web-service API. (from section 4.4)
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6.4. Virtual Topol ogy Data Mbdel

The [1-D. medved-i 2rs-topol ogy-requirenments] specifies the follow ng
Topol ogy Data Model requirenments (1C):

VT-TDMREQL (1 C): The topol ogy data nodel MAY be able to describe
t opol ogy and characteristics of the follow ng | ayers:

* QOptical DWDM (optional) (0OQ)),

* Optical OIN (optional) (0OQ)),

* L2 (Aggregated links, L2 topologies) (10,
* | P/MPLS (1CQ),

* VWPNs (1C), and

* Services (such as cloud services, or CDNs).

VT-TDMREQ2 (1 C): The topol ogy data nodel MUST support nultiple
Aut ononpbus Syst em depl oynent s.

VT-TDM REQB (1 C): The | 2RS topol ogy data nodel nust support
i nclude topology information fromnultiple Adm nistrative Domai ns
or multiple elenments into a single conmon fornat.

VT-TDMREQY (1 C: The | 2RS topol ogy data nodel MJUST be able to
convey enough information so that an I 2RS client can correl ate
topologies in different layers and nmultiple Autononobus Systens.

VT- TDM REQG (NA): The topol ogy data nodel MUST support nulti-|ayer
group of elenents as a neans of coal escing different SFF Nodes and
links into a network |layers fromvarious |layers. For exanple,
links with | Pv4 addresses m ght represent Layer 3 of the network
topol ogy while links with Ethernet MAC addresses m ght represent
Layer 2.

VT-TDMREQG (1 C): The topol ogy nodel should all ow associ ation

bet ween conponents of different |layers. For exanple, Layer 2 port
may have several |Pv4/1Pv6 interfaces. The Layer-2 port and the

| Pv4/ 1 Pv6 interfaces woul d have an associ ati on.

VT- TDM REQ7 (NA): The topol ogy nodel MJIST represent both inactive

and active topologies in the topol ogy Data base. Inactive
t opol ogi es may include new |line cards, ports in down state, etc.
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5.

VT- TMF- DM REQB (NA): The topol ogy data nodel MJUST be hierarchica
and MUST support sumrari zation of sub-topol ogies. Topol ogy
summari zation and creation of abstract topol ogies can be provided
by either by the application associated with the |I2RS client, or
by the I 2RS Agent prior to transmssion to the |I12RS client.

VT-TDMREQ (1 C): The topol ogy data nodel MJUST be able to describe
abstract topol ogies. Abstract topol ogies can contain real and
abstract nodes and real and abstract links. An abstract topol ogy
MAY be used by a provider to describe characteristics of a transit
networ k (bandw dth, delay, protection, etc.)

VT- TDM REQLO (OC): The topol ogy data nodel MJST support dynamc
data, such as link and node utilizations (perhaps as optional
attributes).

VT-TDM REQlla (??): The topol ogy data nodel MJST all ow | 2RS
client-agent to be able to identify and query for the path between
two nodes.

VT- TDM REQL1b (OC): The topol ogy data nodel shoul d support the

I 2RS Cient requesting the I 2RS Agent to trace the path at al
network |ayers that participate in the delivery of packets between
two nodes. This trace MAY involve either an | 2RS Agent
information trace or the | 2RS Agent requesting the routing
function trace the path at nultiple levels (L3/L2.5/L2/L1)

VT-TDM REQL2 (1 C): The topol ogy data nodel MJUST support multiple
BGP Aut ononmous Systens and nultiple | GP areas. Support for
mul tiple adm nistrative domains is for further study.

VT-TDM REQL3 (1 C): The topol ogy data nodel MJST be human-friendly,
i.e. not SNMP M Bs, but sonething nmuch nore anal ogous to YANG
nodel s.

VT-TDM REQL4 (1 C): The data nodel SHOULD support topol ogy
abstraction, allowng clients that consunme topology information in
a constrained manner. For exanple, a client wshing to view only
interfaces and nodes present in a sub-graph of the Layer 3

t opol ogy should be able to specify an interest in this subset of
information rather than having to read out and parse through the
entire set of |inks and nodes.

Virtual Topol ogy I P Data Model

The [1-D. medved-i 2rs-topol ogy-requi rements] specifies the follow ng
requi renents for the Virtual Topology |IP Data Mddel’'s | P/ MPLS |inks
and topologies (10:
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VT-TDM I P-REQL (1 C): The |2RS topol ogy data nodel for the | P/ MPLS
| ayer MUST support both Iink topol ogy and prefixes,

VI-TDM I P-REQ2 (1 C): The |12RS agent may inport topol ogy
information fromthe routing processes, |GP process, BGP-LS
i nformati on, or managenent processes.

TMDMIP-REQB (1C: The 12RS SFC Data nodel nust support |inks
that are |PFMPLS with the follow ng attri butes:

* Jlocal and Renote anchor node IDs (Router ID, AS#, Area ID, MI
t opol ogy),

* metrics,

* adm n group,

*  max bandwi dth |inks

* unreserved/utilized bandw dth

* |ink-protection type

* MPLS protocol mask

* link prefix

* |link characteristics (BW Delay, error rate)
* Link Description, and

* Link-specific tinmers (Hello and Hol ddown).

Virtual Topol ogy Network El enent

The [1-D. medved-i 2rs-topol ogy-requirenents] specifies the follow ng
requirenents (10):

0]

VT-NE-01 (1 C): Each network el ement should contain an inventory
dat a base which should be a definitive source of information with
respect to the physical HWand Logical, logically significant
identifiers (E.g. VLANs). The I2RS client should be able to
inport data fromthis DB into the I2RS Node IMor SFC IM

VT-NE-02 (1 C): The inventory DB of the network el enent shoul d be
augnented with the physical properties associated with the ports/
interfaces that are directly connected to the device (BW nedi a
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type). The I2RS client should be able to inport data fromthis
augnented DB into the 12RS Node IMor SFC I M

NE-3 (NA): The I2RS client may wite information into the NE
inventory data base via the Network-el enent Data Mdel that the
network el ement may not be able to learn on its own. This
informati on may include the physical |ocation (address), rack/bay
i nformati on.

Requi renents from SFC Use Cases

The SFC use case docunent in [I-D. bitar-i2rs-service-chai ni ng]
suggests that the follow ng requirenments (COC):

SFC- Use- REQD1 (I C): Address

has the foll owi ng address requirenents:
* | P address

* service-node tuple (service node |IP address, Host system
addr ess)

* host-node tuple (hosting system | P-address, system i nternal
identifier)

SFC- Use- REQD2 (1 C): Supported Service Types

SHOULD i nclude: NAT, IP Firewall, Load bal ancer, DPlI, and others

SFC-Use-REQD3 (1 Q) :Virtual contexts

SHOULD i ncl ude:

*  Maxi mum Nunber of virtual contexts supported
* Current nunber of virtual contexts in use

*  Number of virtual contexts avail able

* Supported Context (VRF)

SFC-Use-REQD4 (1 C): Custoners currently on node

SFC- Use- REQD5 (1 C): Custoner Support Table (per custoner |D)

*  Custoner-id

Hares & Chen Expi res Novenber 15, 2015 [ Page 20]



I nternet-Draft | 2RS Use Cases Req May 2015

* List of supported Virtual Contexts
SFC- Use- REQD6 (OC): Service Resource table
whi ch i ncl udes:
* index: Conprised of service node, virtual context, service type
* service bandw dth capacity
* supported packet rate (packets/second)
* supported bandw dth (kps)

* | P Forwarding support: specified as routing-instance(s), RIBs,
Address-fam | i es supported

*  Maxi mum RI B-si ze (WG Note: problematic)
*  Maxi mum Forward Data Base size (W5 Note: problematic)

*  Maxi mum Nunmber of 64 bit statistics counters for policy
accounti ng

*  Maxi mum nunber of supported flows for services (WG Note:
probl emati c)

SFC- Use- REQD7 (1 C): Virtual Network Topol ogy (VNT)
whi ch i ncl udes:
* nunber of access points to which service topol ogy applies
* topol ogy of access points
8. Requirenments from Traffic Steering Use Cases

The requirenments fromthe Traffic Steering use case described in
[1-D.chen-i2rs-ts-use-case] are (0OC)

o TS-REQOL1 (IC): The I12RS dient-Agent nust be able to collect the
t opol ogy (especially the exit links) and the traffic |oad of each
l'ink;

o0 TS-REQD2 (1C): The I12RS Cient-Agent nust be able to read the

local rib of each DC/ Metro gateway and the policies depl oyed on
each gat eway;
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TS-REQDO3 (1 C): The I2RS dient-Agent nust be able to add or delete
or nodify the relevant rib itens and rel evant polices to steer the
traffic as expected; and adjust traffic placenent.

TS-REQ 04 (1 C: The I2RS dient-Agent nust have the ability to
collect the LSP information either fromthe PCE or directly from
net wor k devi ces;

TS-REQ 05 (OC): The 12RS dient-Agent nmust have the ability to
collect the traffic matrix of the network, this is used to help
the 12RS client to determne how to adjust the traffic placenent;

TS-REQ 06 (1C): The 12RS dient-Agent nust have the ability to
read the rib information and rel evant policies of each network
node;

TS-REQ 07 (OC):collect the topol ogy and segnent infornmation needed
to help the 12RS client to conpute the end-to-end path;

TS-REQ 08 (OC):read rib (especially the segnent routing rib)
i nformati on;

TS-REQ 09 (?7?): add/delete/nodify the segnent rib, this finally
determ nes how the traffic is forwarded.

Requi rements from MPLS TE Networ ks Use Cases

Theses are the requirenments fromthe Traffic Steering use case
described in [I-D. huang-i 2rs-npl s-te-usecases] (OO :

0]

MPLS- TE- REQ 01 (OC): Network progranm ng software managi ng the
static CR-LSP devices may incorporate an I2RS Cient along with a
path cal cul ation entity, a | abel nanagenent entity, and a

bandw dt h managenent entity. The I2RS dient should be abl to
communi cate the static configuration to the network nodes, and
monitor the status of the CR-LSPs.

MPLS- TE- REQ 02 (OC): The 120 ient should be able to synchronously
send the configuration for all of the network nodes from egress
node to ingress node via the |I2RS Agents attached to each node,
and be able to delay the final ingress node configuration until
all the I2RS AGents on all other nodes toward the egress have
denoted a successful path set-up.

MPLS- TE- REQ 03 (OC): MPLS TE defi nes abundant constraints such as
explicit path, bandwi dth, affinity, SRLG priority, hop limt, and
others. The I2RS dient Agent exchange should be able to signal
concurrent | ocal path calculation could obtain an optim zed result
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and allow nore services to be held in a TE network. The |I2RS
Agent should be able to trigger a global concurrent re-

optim zation at a specific tinme on nmultiple nodes by comuni cating
wi th each node’s | 2RS agent.

0 MLS-TE-REQ 04 (NA): The I2RS client should be able to manually
calculate a re-optimzation of the the MPLS TE network and send
the new constraints including the cal culated path to each node via
the I 2RS agent with an indication to re-signal the TE LSPs with
nmake- bef or e- br eak net hod.

0 MLS-TE-REQ 05 (OC): Wth I2RS, the node’s | 2RS agent shoul d be
able to send to an I12RS client a status notification that not
enough resources exist for a back up LSP and TE tunnel. Upon
receiving this notification the I12RS client should be able to
trigger concurrent calculation for the failed path cal cul ati on of
t he backup LSP or TE tunnel and send the updated paths to |I2RS
agents with a conmand to re-signal the TE LSPS with make- bef ore-
break Met hod.

0 MLS-TE-REQ 06 (NA): Wth I2RS, upon receipt the failure
notification froman |I2RS Agent, the I12RS client would create a
gl obal concurrent optim zation to handle the failure event. This
woul d occur by the I12RS client signalling the I 2RS agents on al
nodes to: a) trigger a new concurrent calculation of the backup
LSP or TE tunnel via failed path cal culation, and b) re-signal
updates to the TE LSPs process with a nake-before-break nethod.

o0 MLS-TE-REQ 07 (NA): Upon receiving a signal an upgrade event
signal (fromoperator), the I2RS client could cal cul ate anot her
path for the affected TE tunnels to deviate traffic away fromthe
resource being upgraded, and then send the request to | 2RS agents
on the appropriate nodes to nove the traffic. After the upgrade
conpletes, the 12RS client can sinply renove |2RS configurations
causing the traffic to revert to the original path. O, the |I2RS
can re-optimze the TE tunnels for another pathways (E.g. as a
part of a sequence of upgrades).

0 MLS-TE-REQ 08 (OC): 12RS agents can notify I2RS dients of
i mpendi ng or existing MPLS TE overl oad conditions that m ght cause
TE LSP rejections. This overload conditions include: due to CPU
menory, LSP | abel space, or LSP nunbers.

0 MLS-TE-09 (1C): Automatic bandw dth adjustnment applications can
also be linked to the I2RS clients need to nonitor the traffic on
TE tunnels in order to provide traffic analysis. The |I2RS client
shoul d be able to read the TE Tunnel topol ogy and the bandw dth
analysis in order to automatically calculate a new path for the TE
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tunnel if it is needed. The I12RS Client also needs to be able to
the | 2RS agents in the nodes to install the new TE Tunnels with
t he make- bef ore- break opti on.

MPLS-TE-REQ- 10 (1C: Wth I2RS, the node failure or link failure
can be part of the notification streamsent by an | 2RS Agent to an
I2RS Cient on a centralized server gathering information.

MPLS-TE-REQ 11 (1C): The I12RS client can notify the |12RS agents on
speci fic nodes (or devices) to re-signal TE LSPs one by one if
there is a resource dependency.

MPLS- TE-REQ 12 (1 C): The 12RS Cient can gather the TE LSPs’ state
fromI|2RS Agents on all nodes in order to coordinate such handling
of LSP resources.

MPLS- TE-REQ- 13 (OC): The I12RS Cients collecting information from
| 2RS Agents can be arranged in a hierarchy to provide scaling of
collections. An application hosting an |I2RS client collecting
information from|2RS Agents on nodes can have an | 2RS Agent t hat
reports conbined information to a single |ocation.

Requi rements from MPLS LDP Networ ks Use Cases

These are the |12RS requirenents for the MPLS LDP use case descri bed
in [1-D. chen-i2rs-npls-1dp-usecases]:

0]

MPLS-LDP-REQ 01 (1 C): The I12RS dient-agent exchange should all ow
the distribution of the configuration for PWE3, MPLS LDP and
associ ated protocols to be distributed froma central |ocation
where the gl obal PWE3 provisioning informati on coul d be stored.
The | 2RS dient-Agent exchange should al so be able to push the
configuration of the local LDP LSR I D and peer addresses to set up
the targeted session to the pseudow re endpoints.

MPLS-LDP-REQ 02 (1 C): Wen an the end-user wants to di sable

| POMPLS (I P over MPLS) application on a L2VPN PW Targeted LDP
session, the 12RS Cdient-12RS agent should be able to set type of
application over the established LDP session. In this way LDP
speaker can only advertise to its peer the application data which
the user is interested in.

MPLS- LDP- REQ- 03 (OC): The |2RS Agent notifications should allow an
| 2RS client to subscribe to a stream of state changes regarding
the LDP sessions or LDP LSPs fromthe |12RS Agent. Specifically it
is inmportant that LDP session is tract for sessions state com ng
up or going down. The |I2RS dient-12RS Agent exchange should

all ow additional queries to the AGnt to determ ne a) why the
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service is invalid, b) calculating whether an alternate path
shoul d be switched to, and c) determ ning howto switch to other
links or nodes in order to recover fromthe link failure or node
failure.

MPLS- LDP- REQD4 (1 C): The I12RS interface provides way to nonitor
and control the Iimted resources on these access devices. The

| 2RS client should be able to instruct the |12RS agent in each of

t hese devices to set the maxi mum nunber of LDP LSPs in each device
prior to enabling LDP on the devices. The I2RS client should al so
be able to enable a notification service on each device with a
with a warning threshold. Once the nunber of LDP LSPs reaches the
t hreshold, the I2RS agent will send a notification nmessage to the
I2RS client. Oten the I2RS client will be associated a network
managenent agent that can determ ne what next steps need to be
done based on policy or operator input.

Requi renments from Mbi |l e Backhaul Ues Cases

Mobi | e BackHaul Use cases described in [draft-ietf-zhang-nbb-
usecases-01] are:

0]

MBH REQ 01 (OC): The I 2RS client-agent communi cation can

di stribute position-critical changes to | GP nodes using this

gl obal know edge to qui cken changes to support traffic during
failures or traffic overloads. To enable this feature, the |I2RS
Cients-Agent conmuni cation needs to pass information on which | GP
process or Level or Area the given node and |inks belong to.

MBH REQ 02 (OC): 12RS nust allow operators to use of I2RS clients
to distribute time-critical changes in configuration to |I2RS
agents associated with each routing node. This feature wll
sinplify and automate configuration and nonitoring of a nobile
backhaul network to allow it to readily adapt to changi ng network
sizes (and scal es) and radi o applications.

MBB- REQ 03 (OC): 12RS dients-Agent comruni cati on needs to pass
i nformation on:

* T-LDP configurations and st at us;
*  BGP peer configurations, peer topol ogi es and status;
*  BGP-based LSP topol ogi es and st at us;

* Reset VPN topol ogi es, and per node configurations;
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o MBB-REQ)4 (1C): Route policy enforcenent in nobile backhau
net wor ks needs to be nore dynam c and flexible than the current
nmet hods take hours (or even days) to configure route policy across
a network. The I2RS interface nmust provide a programmtic way to
configure (both policy and device) and nonitor thousands of
devi ces individually whose configuration is based on the devices
role (such as ASRSs in one AS, ASBRs between ASs and ot her
servi ce-touch nodes).

o MBB-REQ 05 (NA): I12RS clients should be able to contact |2RS
agents on nodes to query role-based information fromthe network
status. After collecting the status, the |12RS client can devel op
t he BGP policies based on role information and push the BGP
policies to the I2RS agents that would | oad the alternate policies
into the network device. The |I2RS Agents |oading the alternate
policies could then send status back to the I2RS dient.

o MBH REQI6 (??): I2RS clients can provide centralized control of
many network devices via the |12RS Cient-Agent conmunication. The
| 2RS programmatic interface can automate the collection and
anal ysis of each device’'s capability so that the centralized | 2RS
client could calculate the optimal LSP path and distribute the
configuration to individual devices. Automation of the collection
of device capability should be avail able as query, notification,
or a published stream

o MBH REQD7 (NA): Wiile the 12RS RIB Information Mdel
[[1-D.ietf-i2rs-rib-info-nodel]] provides for routes with tunnels
or MPLS LSP, the features defined in this nodel are not sufficient
to configure both types of LSPs needed for the VPN technol ogy in
nobi | e backhaul networks. Additional |2RS Informational nodels
need to be created to support these features.

o MH REQ8 (NA): The hierarchical protection architecture in nobile
backhaul network offer high network reliability and nore
flexibility to neet the various needs of the tunnels and services.
The 12RS interface in this use case is needed to automate the
configuration and nonitoring so that tunnel protection and service
protection interwork in a flexible and reliabl e manner.

o MBB-REQ9 (OC): The |I2RS architecture (client-agent) should allow
the two features for network nonitoring naturally in its basic
nodes:

* allow a conbination of nmulti-layer network nonitor tools with

exact detection paranmeters to be configured on the network
devi ce
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12.

* Facilitate the reporting the detection result as notification
or publication stream

It is inportant the result of these features allow the outages and
traffic congestion or discards to be detected real-tine with |I2RS
Cient(s) in each node, and the detection result wll be reported
to the 1 2RS agents to get the exact status of the network.

Requi renents from Large Data Fl ows are

Each of these requirenents has been given an an | D nunber of L-Flow
nn for ease of reference.

The requirenents fromthe Large Data Fl ows use case described in
[1-D. krishnan-i2rs-1arge-fl ow use-case] are (IC

L-Flow REQ 01 (IC): For redirecting large flows to a specific
conponent, a PBR entry should be programmable for the flow wth
its nexthop that identifies the specific LAG or ECMP conponent.

L-Flow REQ 02 (1C): For adjusting the weights used to distribute
traffic across conponents of the LAG or ECVMP, |2RS shoul d provide
a programmabl e nmechani sm shoul d be provi ded that identifies ECW
entries and is able to associate weights that can be programed
for each of the conmponents. To do this in a scalable fashion, it
woul d be useful to have the notion of an ECMP nexthop that is used
by multiple routes

L-Flow REQ 03 (I C): The I2RS interface (protocol/I M) should all ow
for a globally optimal path is programmed in the I P network using
hop- by-hop PBR rul es. These PBR rules may i ncl ude:

* Being able to adjust the weights of the ECVWP table for
di fferent nexthops should be adjusted to factor the large flows

* Being able to address an ECWP group, so that all routes sharing
an ECWVP group are addressed together.

* the ability to program PBR entries at the edge LSR and

* the ability to programnew LSPs in the network.

L- Fl ow- REQ- 04 (OC): The 12RS protocol should be able to invoke the
I i nk aggregation | EEE 802. 1AX Marker Protocol via the |I2RS

protocol. This is useful during a period of rebal anci ng occurs
before flows are noved.
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L-Flow REQ- 05 (1 C): The 12rs protocol should allow Quality of
Service (QS) actions such as rate-limting, re-marking, or

di scardi ng can be performed on the fl ows based on configured
policies and nexthop redirection actions to be progranmed, and to
be programmed i ndependently of of each other.

L-Flow REQ- 06 (1 C): Once a large flow has been detected, |2RS nust
be used to nodify the forwarding tables in the router to:

* In the case of large flow | oad bal ancing, be able to
redirecting the large flowto a particular nenber with the LAG
or ECWP group and readjusting the weights of the other nenbers
to account for the large flow

* In the case of DDoS mitigation, the action involves rate
limting, remarking or potentially discarding the large flowin
guesti on.

13. Large Data Col |l ection Systens

The requirenments fromthe Large Data Col |l ecti on Systens Use cases
described in [draft-swhyte-i2rs-data-collection-system are (OC):

L-Data-REQ 01 (OC): 12rs nust be able to collect |arge data set
fromthe network with high frequency and resolution with m nima
i npact to the device’'s CPU and nenory.

L-Data-REQ 02 (1C): I2RS nust be able to use a database nodel
where the data on the network node nust be able to be described in
the | 2RS exchange as the data plus the structure of the data. The
| 2RS managenent system consunes and understand the data only after
it consunmes and understand the database nodel or has been trained
by vendor published nodel

L-Data-REQ 03 (1 C: 12RS should use a pub-sub nodel which all ows
scaling plus push or pull of data.

L-Data-REQ 04 (1C): |2RS should support capability negotiation to
i nforma subscriber of the options for publication of data. The
options include transport, security, and error handling.

L-Data-REQ 05 (1 C): The I2RS data tansfer should be format
agnostic. This neans the publisher and subscri ber nmay agree upon
XM, JSON, MrIL, protobufs or any other fornmat.

L-Data-REQ 06 (1C): |I2RS Transports nust be able to be chosen by a
| 2RS Cient-12RS Agent pair. An I2RS dient-12RS Agent pair
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shoul d be allowed to negotiate the transport options froma Ii st
of options.

L- DATA-REQ 07 (1C): The I2RS interface (protocol and I M) should
all ow a subscribe to select portions of the data nodel.

L-Data-REQ 08 (1C): The I2RS interface (protocol and I M) should
allow for nmultiple publish subscriptions at a tine.

L-Data-REQ 09 (1C): Tinestaps should be associated with data that
requires it. Not all data will require a tinme stanp. Additional
time stanps may be added.

L-Data-REQ 10 (1 C): The I2RS shoul d support the query and
"introspection” of the data nodel. The Introspections provides
support for data verification, easier inclusion in | egacy data,
and easier nerging with data streans.

L-Data-REQ 11 (1C): After the I12rs Cient-Agent have exchanged
capabilities, a database nodel, and filters used to sel ect

el ements of the nodel to subscribe to, the framework should
support a standard way to register for all the data desired, using
what ever capabilities were advertised by the node. Once
registration is conplete, the control channel can be cl osed.
Ensuring subscriptions are correct, conplete, and replicated or
not, is up to the overall system and not the agent on the network
node.

L-Data-REQ 12 (1 C): The I2RS interface should support user
subscriptions to data with the foll ow ng paraneters:

* push of data synchronously or asynchronously via registered
subscri ptions

* pull data off in a one-shot pull or in nmultiple sequences

* provide dynam c subscriptions that can be setup via | PFI X feed
* support of subscriber and consuner |12RS Client-agent pairs

* allow remappi ng of a node’s dat abases

L-Data-REQ 13 (1 C): The 12RS interface nust handl e and report

errors that occur with data subscription, stale data, repeated
transport failures, and other (yet unknown) errors
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14.

CDNI

The requirenments fromthe Content Delivery Network Interaction
described in [I-D.shin-i2rs-usecases-cdni-request-routing] are (OC):

0]

0]

CDNI -REQ 01 (OC): The I2RS interface should support two CDN
functionalities [I-D.ietf-cdni-framework]:

* Request Routing Interface - Footprint and Capabilities
Adverti senent; the asynchronous advertisenent of footprint and
capabilities by a dCDN that allows a uCDN to deci de whether to
redirect particular user requests to that dCDN via the ALTO
protocol; and

* Request Routing Interface - Redirection; the synchronous
operation of actually redirecting a user request via |I2RS
mani pul ati on of the routing plane.

CDNI - REQ 02 (OC): The I2RS (Protocol and I'M should provide
facilities to enable the query/response of information from an
ALTO services in a node routing functions so that the upstream CDN
provi der can sel ect a proper downstream CDN provider for a given
end user request.

CDNI - REQ 03 (OC): I2RS (protocol and I'M should provide facilties
to enable I 2RS can hel p the upstream CDN provider to redirect a
content request nessage to a downstream CDN provider for a given
end user request as with the follow ng features:

* The uCDN relays this nessage between |12RS Cients and | 2RS
agents with content distribution nmetadata, and queries the dCDN
whet her user request nessage can be delivered. This query can
have nmultiple dDCN that the user nessage can be delivered to.

* the | 2RS agent associated with the dCDN delivery requests
i ndi cating which dCDN (if any) the user nessage can be
delivered to.

* A low dCDN to be managed to deliver content by having the
nmessages to signal back to the uCDN the (destination (?)) iP
address for the content, on the dCDN, and the pat hway between
the uCDN for surrogate deliver via the dCDN of user data. Part
of this managenent is the passing of URL of the surrogate in
dCDN (for HITP Redirection to be transmtting) back fromthe
dCDN to the uCDN so the uCDN can informthe end user.
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15.

16.

17.

17.

17.

| ANA Consi derati ons
Thi s docunment makes no request of | ANA
Security Considerations

Routing information is very critical and sensitive information for

the operators. |2RS should provide strong security nmechanismto
protect the routing information that it could not be accessed by the
un-aut hori sed users. It should also protect the security and

integrity protection of the routing data.
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