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Abstract
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potential protocol extensions that aimto inprove operation in such
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as well as technical and functional obstacles encountered in the
current version of the protocol. Based on this analysis,
recommendati ons are nade on feature-, signaling- and policy
extensions that prom se to enhance Miultipath-TCP' s val ue, versatility
and mar ket acceptance in wrel ess access networks.
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1

I nt roducti on

Mul ti path TCP (MPTCP) is a reliable stream based transport protocol
whi ch permts sinmultaneous utilization of nmultiple data delivery
paths. Each data delivery path appears |i ke an i ndependent TCP
connection on the wire and is generally referred to as a subfl ow
pertaining to a superseded MPTCP connection [1].

MPTCP can be run in two distinct operation nodes referred to as
mul ti path operati on node and pat h-sel ective operation node. 1In the
former, nmultiple paths are used sinmultaneously while in the latter
only one path is used at a tine for data exchange.

MPTCP' s mai n goal has been to maxi m ze the aggregate throughput of
all avail abl e subflows subject to a fairness constraint [1], [3]. A
fair amount of effort has been invested into finding an appropriate
congestion algorithmfor such an operation node [4].

MPTCP has targeted wirel ess access networks as well as data centers
as potential environments for nultipath utilization [4]. The present
docunent excl usively focuses on MPTCP' s applicability to wireless
access networks. MPTCP's principal fit for such environnents can be
notivated by the follow ng factors:

0 Densely popul ated areas provide a nmultitude of spatially
over | appi ng data access networks which could be used for nultipath
operation. These networks nay support different access
technol ogies, i.e. such as WCDMA, EVDO, LTE, W MAX or Wfi.

0 The wireless air interface is usually the main throughput
bottl eneck, hence nultiplexing data along nultiple paths should be
beneficial (at |least fromthe nyopic viewpoint).

o The trenendous growth of nobile data traffic demands nore
efficient use of available spectrum MPTCP addresses this denmand.

o Agrowing fraction of nobile devices is nmulti-honed, i.e.
si mul t aneous access is supported for one cellular technol ogy
(3G 4G as well as for WFi. It is foreseeable that nulti-hom ng
capabilities will increase in the future.

0 Many users have access perm ssions to nore than one access network
due to independent subscriber relationships (e.g. MO ISP
conpany networks, etc.) or because access is free (public
hot spot s) .

While this high-level picture nakes a strong case for MPTCP s
principal applicability to wireless access networks, a detailed study
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presented in this docunent reveals a variety of issues that are
related to the current design and may jeopardize MPTCP' s usability or
acceptance in the wirel ess nmarket segnment. Specific recomendati ons
are made that should help to overconme these issues and to inprove
MPTCP' s versatility in general as well as its applicability to

wi rel ess network environnents.
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2.

Hanpel

Strengt hs of MPTCP

MPTCP' s present architecture incorporates a variety of upfront
architecture and desi gn decisions, which make it suit well to
W rel ess access environnents. Sone of these strengths are:

0]

Focus on host-based sol ution: Overl appi ng access networks are
frequently owned by different access providers resulting in a

| ar ge topol ogi cal di stance between the access points in the
networ k graph. Wen using a network-based solution as currently
supported by the relevant 3G 4G standard bodies for nobility,
mul ti path operation would introduce a triangular routing problem
This is averted by MPTCP due to its end-host-based nature. A
host - based sol uti on makes MPTCP further independent of operator
policies and inter-operator trust relationships.

Conpliance with existing network infrastructure: MPTCP has been
architected to conply with the existing infrastructure (e.qg.

m ddl eboxes and routers) of access providers. This makes network
upgrade or reconfiguration |argely unnecessary and | owers the
threshold to market acceptance. MPTCP has specifically included
mechani sms to overcone firewalls by allow ng nechanisns to perform
hol e punching. This opens opportunities for P2P applications such
as Vol P and nul ti-player gam ng.

Low initial cost of transport: The MPTCP design has tried to keep
the initial cost for transport establishment conparable to that of
a conventional TCP connection. Cost is nmeasured in signaling
effort and state information held on the end nodes. This is an

i nportant factor for use cases, where the need for additional
paths is not known a priori
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3. MPTCP Multipath Operation Mde

The foll ow ng observations and recomendati ons apply to MPTCP' s
current nmultipath solution, i.e. where multiple paths are
si mul taneously used for data exchange.

3.1. Throughput Maxi m zation

MPTCP' s primary focus has been on nmultipath nultiplexing to maxim ze
t he aggregate connection throughput. 1In today' s wreless
environnents, the value of this objective may be questionable. Wile
many popul ated areas offer a plethora of overl apping access networKks,
[imtations to access perm ssions (due to the necessary subscri ber-
operator relationship) and radio capabilities considerably restrict

t he actual nunber of available access interfaces. Further, multipath
mul ti pl exi ng provides a noteworthy gain only if the paths are

approxi mately equal in throughput, which is rarely the case in

nat ural propagation environnents.

It may al so be argued that the nature of traffic used by nobile
devices allows other and sinpler approaches to exploit excess
capacity of overlapping air interfaces, e.g. by distributing
applications or individual connections (e.g. HITP object requests)
over all avail able interfaces.

MPTCP may t herefore enphasize on other inherent advantages to
notivate its value in wreless access networks. The remai nder of
this docunment identifies a few of such opportunities and it proposes
associ at ed enhancenents to the protocol as needed.

3.2. Support of Miltiple Radi o Links

Si mul t aneous support of multiple active air interfaces requires that
multiple radios are run at the sane tine. This has inpact on the
aggregate usage of air interface capacity and nobile battery power.
In 3rd- and 4th-generation access technol ogi es, radi o bearer support
consunmes control channel capacity and draws battery power for

transm ssion even if only few data are sent. Such bearer support is
not necessary for subflows that stay idle and are used only as backup
as it is the case for MPTCP' s path-selective operation node. It is
therefore inportant to al so enphasi ze on the benefits of MPTCP s

pat h-sel ective operation in case the costs for nulti-radi o support do
not justify multipath operation.

3.3. Miltipath Diversity vs. Spatial Miltiplexing

Under weak coverage conditions, multipath support could provide
additional resilience to connection failure. |In such scenarios, a
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"mul ti path diversity schene" may be nore prom sing than MPTCP s
present multipath nmultiplexing schene. 1In the nmultipath diversity
schene, the sane data are sinultaneously sent along nultiple paths.
Such a schenme could substantially reduce head-of-1ine bl ocking on
connection | evel when individual paths "choke".

The tradeoff between diversity- and nultiplex operation has been well
studied in the context of MMO [6]. The potential benefits of
mul ti path diversity are al so known from CDVA | S95, CDMA2000 and
WCDMA air interfaces [7]. Simlar principles should apply to MPTCP.

It may be beneficial to investigate a nmultipath diversity schene as
an alternative solution to MPTCP' s present nultipath nultiplexing
schenme. The increase in connection resilience and inprovenents in
head-of -1ine bl ocking could justify the associated costs in bandw dth
ef ficiency and battery drainage due to nmulti-radi o operation. More
research is required in this area.

3.4. Dynamc Path Adaptation

Si nce channel conditions and cell |oading can rapidly change in

wirel ess settings, the appropriate and tinmely decision on how load is
distributed (and retransmtted) across avail able paths determ nes the
effective end-to-end throughput. Miltipath operation should do well
under such conditions since RTT and congestion information is
avai l able fromall paths and can be used to drive this decision-
maki ng process on a per-packet |evel.

Wil e great effort has been invested into MPTCP' s aggregate

congestion control and fairness, little guidance is provided on how
to optimze its response to fluctuations in path throughput and
delay. It may be beneficial to invest further research into this

area. The outcone could provide detailed policies on cross-subflow
retransm ssions and sel ecti on of subfl ow subsets for nultipath
oper ati on.

3.5. Negotiation of Operation Mde

Currently, MPTCP supports only one connection-level congestion
control algorithm which is applied by the sender. The above
recomendati ons propose additional nultipath operation nodes anong
whi ch the data sender could potentially select (max throughput vs.
high resilience vs. fast response).

Provided availability of nmultiple multipath operation nodes,

addi tional features would be necessary that allow the data receiver
to negotiate the operation node applied by the data sender.
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3.6. Signaling of Path Availability

Mobi | e devi ces usually have up-to-date information about interface
link quality and interface availability. Such information can be

used by the MPTCP sender to make qui ck decisions on what paths it

shoul d use for data transm ssion.

MPTCP does not provide any nethod for the receiving host to signal
its interface-availability status to the sending peer. |If such

i nformati on were provided, the peer’s sender could react within 1/2
RTT and start or stop traffic transm ssion on the correspondi ng
subf | ows.

Wt hout such nessage, the peer’s congestion control will indirectly
| earn about the host’s change in interface availability, which wll
take at least RTOin case of interface loss and multiple RTTs due to
slowstart when an interface is brought up again.

The MP_PRIO option is not well suited to provide interface-
avai lability information since it cannot be sent al ong unavail abl e
paths in order to mark them unavail abl e.

It is recomended to introduce an additional signaling nmechanismfor
interface-availability. This mechanismnust allow that a nessage
sent fromone interface can refer to the availability of other
interfaces of the sane host. Such nessages, referred to as

AVAI L_ADDR and UNAVAI L_ADDR, can be designed anal ogous to the
REMOVE_ADDR option and signal availability/unavailability of an

encl osed address id. Both nessages can be conbined into one by
adding a binary availability flag.

For this nmechanismto function, the peer nmust hold a mappi ng between
t he host’s address val ues and address ids. A host that w shes to use
AVAI L/ UNAVAI L options can introduce such nmappi ng by sending the

ADD ADDR option before or by enclosing it into the sane packet. |In
this case, the ADD ADDR option should only provide the mapping

bet ween address val ue and address id, but it should not file a
request for subflow initiation. Since the ADD ADDR option currently
conbi nes both of these functions, it is recommended to separate the
request for subflow establishnent and assign it to a new option
referred to as JO N _ADDRESS option. The JO N _ADDRESS option solely

i ncl udes the corresponding address id. This separation is also
necessary for other enhancenents as discussed in sections Section 4.4
and Section 5. 1.

The ADD ADDR option can be sinplified when it refers to the packet’s

source address. In this case, it only needs to enclose the first 4
octets and it may omt the actual address value itself.
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3.7. DSS | nsertion

When a bul k of packets is sent in sequence along the sane path, only
the first packet has to carry a DSS option to provide the peer with

t he necessary mapping information. The current MPTCP protocol |eaves
it open to the data sender to enclose further DSS options on
subsequent packets of this bul k.

As long as packets are delivered in order and the packet loss rate is
smal |, one DSS option on the first packet should do fine. In

W rel ess access networks, however, these conditions are usually not
met. Wien the first packet carrying the DSS option is lost, the
recei ver needs to allocate a separate buffer to store the remaining
bul k of packets until it receives an adequate mappi ng froma DSS
retransm ssion. This adds unnecessary conplexity to the receiver.

Al ternatively, the receiver can drop the bul k, which invokes a | arge
nunber of retransm ssions.

To avoi d these shortcom ngs, the data sender should insert DSS
options on all packets until the first data ACK is received to
packets contained in the bulk. This tells the sender that the
recei ver has obtained the mapping information, and it can omt the
DSS option on all further packets of this bulk.
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4. MPTCP Pat h-Sel ective Qperation Mde

The foll ow ng observati ons and recomendati ons apply to MPTCP' s pat h-
sel ective operation node, i.e. where only one path is selected for
dat a exchange.

4.1. Principal Benefits

MPTCP' s pat h-sel ection capabilities facilitate connection mgration
across access networks pertaining to one or to different access
providers. This feature has significant value since (1) there is
princi pal demand as outlined in the introduction, and (2) there is
only one alternative solution [5] which bears various drawbacks.

(Note that conventional layer-3 nobility solutions as provided by
Mobi |l e 1 Pv4/ 6, Proxy Mobile IP, 3GPP and 3GPP2, for instance, are not
considered in this discussion since they rely on roam ng agreenents
bet ween access operators as well as roam ng-conpliant infrastructure.
These requirenents do not apply to MPTCP or [5].)

Pat h-sel ective operation may find broader acceptance in the wreless
community than rmultipath operation since its principal procedure is
better known and better understood. Further, path-selective
operation bears the advantage that it does not require simnultaneous
operation of nmultiple radios. It may therefore be possible that

pat h-sel ecti ve operation becones a main driver for MPTCP s depl oynent
in wreless environments.

Wi | e path-sel ective operation is a border case of nultipath-
operation, MPTCP s signaling and design may not have been optim zed
for this border case. The next sections nmakes specific
recommendat i ons on how desi gn and signaling could be tailored to
better support path-selective operation.

4.2. Reduction of Design Conplexity

MPTCP has been designed with nmultipath operation in mnd. This goal
makes the solution very conplex, and it adds a | ot of processing,
state- and signaling overhead to the end nodes. Wile such
conplexity is the price for multipath operation, a sinpler solution
woul d be adequate when path-sel ective operation is satisfactory. To
avoi d suporting two different protocols, full inter-operability is
requi red between full-fledged solution and sinplified alternative.

In the following, a sinplified design is proposed for both MPTCP
sender and MPTCP receiver. The associated conplexity reduction is
substantial and permts inplenentations on | ower-I|layer packet filters
(often referred to as "bunp in the stack" inplenentation), i.e.
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out si de t he kernel.

The design sinplifications do not affect MPTCP s support of multiple
paral l el subflows. Also, MPTCP' s m ddl e-box conpliance remains
unaf f ect ed.

4.3. Conpl exity-Reduced Pat h- Sel ective Sender

The conpl exity-reduced MPTCP sender presides over only one flow and
congestion engi ne, which operates in the data sequence nunber space.
Thi s engi ne can be provided by a conventional TCP control block, for
i nstance. Wen a packet departs the flow engine, the decision is
made on what subflow it has to be transmtted, and the mapping from
dat a sequence- and data acknow edgenent nunbers (DSN and DAN) to
subf | ow sequence- and acknow edgenent nunbers (SNs and ANs) is
performed accordingly. This process is straightforward in between
path re-sel ecti on events.

When path re-selection occurs, the sender determnes a cutoff DSN and
transmts all data with DSN above or equal to the cutoff value al ong
the new path. Retransm ssions are sent along the old path if their
DSN i s below the cutoff value. This procedure is sinple since only
one cutoff DSN has to be cached.

In case the ol d subfl ow becones unavail abl e, retransm ssions can
occur across subflows in the same manner as supported by the full-
fl edged version of MPTCP.

The subfl ow sequence nunbers are derived from data sequence nunbers
via a subfl ow specific offset, which only changes at the nonent of
path re-selection or when cross-subflow retransm ssions occur. In

t hese cases, the sender inserts DSS options into all packets wth
subsequent DSNs until data ACKs are received that indicate successful
arrival of the |atest mapping update. At this point, both hosts are
synchroni zed and the sender can omt further DSS options. This
procedure guarantees that the peer has conplete mapping information
even if packets get dropped or delivered out of order. Note that
this procedure is in full conpliance with current MPTCP. It follows
al ong the sane lines as the recomendati on nmade for nultifl ow
operation in Section 3.7.

The host shoul d not engage into another path re-selection until
conpl ete re-synchroni zati on between both hosts has been achi eved.

When operating with only one fl ow congestion engi ne, each subfl ow
still has to support its own TCP signaling handshakes to make it
appear |ike an i ndependent TCP connection on the wire. This is
inportant for interoperability with hosts running the full-fl edged
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version of MPTCP and to ensure conpliance with m ddl e boxes.

In addition, care has to be taken that subflow ANs match the actua
subfl ow SNs sent on the same path. Wen path re-selection occurs,
new data nove out on the new path while acknow edgenents may stil
refer to packets that arrived on the old path. In this case, a
separate ACK has to be generated which holds the correspondi ng
subflow AN and is sent on the old path. The data packet obtains a
subflow AN, which is equal to the last AN sent on the new path. This
procedure can be acconplished via a | ookup table. It is recomended
to generate a few exanpl es as gui dance to inpl enentors.

Using only one flow congestion engine significantly sinplifies the
sender-side inplenentation. This sinplification may have slight
performance inpact during the path re-selection phase since
congestion control has to adapt to the conditions of the new path.
Thi s performance inpact, however, should not be worse than
experienced by standard nobility protocols such as Mbile IP.

Note that the conplexity reduction on the sender does not require any
change to MPTCP's present signaling. It is further possible to
furnish a host with a sinplified sender (using path-selective node)
and a full-fledged nultipath-capable receiver. This may reintroduce
operational conplexity to the sender since it has to frequently split
acknow edgenents from data and send themon different paths.

4.4. Conpl exity-Reduced Pat h- Sel ective Recei ver

By confining the sender to path-selective operation node, the

recei ving host can substantially reduce buffer space needed for data
assenbly. Further, the assenbly process becones easier since data
arrive on one subflow for nost of the tine.

The conpl exity-reduced receiver nust therefore have the neans to
enforce path-selective operation on the renote sender. |t nust
further be able to give directions regarding the specific path to be
(re-)sel ected.

The present MPTCP protocol provides the MP_PRI O option, which could
serve for this purpose. For path re-selection, the receiver has to
send one MP_PRIO option with B=1 on the old path and one option wth
B=0 on the new pat h.

This solution has the foll ow ng drawbacks:
o The MP_PRIO option is not binding. Hence there is no guarantee

that the renpote host follows the directives and reduces data
delivery to only one subflow (or the desired subflow).
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o Delivery of MP_PRIO options is unreliable. Therefore, the renote
sender may engage into nultipath operation in case the MP_PRI O
option gets |lost on the old path.

o There is no policy that requires confirmati on of MP_PRI O nessages.
Therefore, the host nust derive the successful delivery of al
MP_PRI O nmessages by anal yzi ng packet arrival on the various paths.

o At every path re-selection, two nessages have to be sent while in
principle, one nmessage would be sufficient.

o Between arrival of the first and the second MP_PRI O option, the
peer may assume an undefined state.

These drawbacks show that the MP_PRIO option is not well suited for
the present purpose. This is understandable since the MP_PRI O option
was designed for nmultipath operation rather than conplexity reduction
of path-sel ective operation.

Al ternatively, a reduced-conplexity receiver could enforce single-
path operation as well as path reselection through dynam c subfl ow
setup/teardown procedures: When a new path is to be selected, the
host creates the correspondi ng subflow via MP._JON and kills the old
subflow via TCP RST. (bviously, this procedure inpairs robustness
and adds del ay since the new subfl ow cannot be established unless
path reselection is inmnent, and since the 3-way SYN ACK handshake
t akes a considerabl e anbunt of tinme. Al so, TCP RST cannot be
considered a clean TCP term nation procedure in the present scenario.
Using TCP FIN instead may not have the desired effect in case the
peer has still data to send and insists on the present path.

4.4.1. The MP_SELECT Option

G ven these drawbacks, it would be beneficial to introduce a separate
TCP option that enforces path-sel ective operation on the renote
sender indicating the preferred path. This option is referred to as
VP_SELECT.

When the host wishes to (re)-select a certain path, it sends the
MP_SELECT option on the selected path only. Upon reception of the
MP_SELECT option, the peer responds with an MP_SELECT option on the
proposed path to confirmdelivery of the MP_SELECT option it

recei ved. These steps apply to a conpl exity-reduced MPTCP sender in
the sane way as to a full-fledged MPTCP sender. |In case the renote
sender is conplexity-reduced, it initiates path re-selection
according to Section 4.3 as soon as it receives the MP_SELECT opti on.

Wil e path selection via MP_SELECT option is principally binding,
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situations may occur where both hosts have conflicting interests.
Al so, conflicting MP_SELECT options may cross on different paths.
Hence a conflict resolution policy has to be introduced that
regul ates such situations.

An appropriate policy can be derived fromthe prem se that each host
is satisfied when permtted to select its own local interface. Wen
sendi ng an MP_SELECT option on a desired path, the sendi ng host
indicates the local interface it wishes to use, which is the source
address of the MP_SELECT packet. A universally satisfactory path is
defined by this interface and the peer’s preferred | ocal interface.

The peer can send the MP_SELECT response along this universally
satisfactory path. |If this path is not supported by a subflow, the
peer can establish this subflowvia MP. JON To avoid unnecessary
del ays, the peer may tenporarily accept the selection of a sub-
optimal path until the universally satisfactory subfl ow has been
est abl i shed.

While the conflict-resolution policy restricts each host to determ ne
its interface rather than the entire path, it only applies to
situations of conpeting interests. |If the peer has no specific
preferences for a certain interface, it should follow the path

sel ection provided by the MP_SELECT option it receives.

Note that conflicts do usually not occur for nobile clients
supporting nmultiple subflows to one server interface. This applies
for the majority of nobile internet traffic.

To avoid a tinme-consum ng retransm ssion schedule for path re-
sel ection, the host should attach MP_SELECT options on all packets it

sends on the new path until it receives the first MP_SELECT delivery
confirmati on on the new path. The peer keeps sending delivery
confirmations until it stops receiving MP_SELECT options on the new

path. Such procedure guarantees synchroni zati on between both hosts
within 1RTT. The procedure is the equivalent to that recommended for
DSS synchroni zation in Section 3.7 and Section 4. 3.

4.4.2. Br eak Before Make

Under sone circunstances, the host may want to use the old path to
i nformthe peer about an imm nent re-selection decision. This
applies to break-before-nmake scenarios, where only one radio is
avail abl e to support both the old and the new interface.

Since the | ower-|ayer handover, i.e. tear-down of the old and setup

of the new air interface, consunes significant tinme, all data
transmtted by the peer during that tinme frame get |ost and have to
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be retransntted.

If the host requested path re-selection on the |ast packet of the old
path, the peer could start sending data on the new path while the
host switches |ower-layer interfaces. This would significantly
reduce the performance inpact due to this type of hard handover.

To provide such nmeans, MP_SELECT coul d be furnished with an explicit
reference to a particular subflow Such a solution requires

avai lability of nutually agreed subflow identifiers, which are
currently not supported by MPTCP. |t would be possible to use the
random nunber R_A and R B exchanged during MP_JO N for this purpose.

Alternatively, the host can insert the address id of its new
interface address into the MP_SELECT option. This allows the peer to
select a path conpliant with the host’s new address. Cbviously, the
host nust have announced the mappi ng between address id and address
val ue prior to the handover using the ADD ADDRESS option. For this
purpose, it is necessary to strip the ADD ADDRESS option fromthe
addi ti onal request for subflow generation as discussed in Section 3.6
and Section 5.1

Providing solely an address-id instead of a subflowid is sufficient
as it circunvents the performance degradation due to hard handoff.
In case nmultiple subflows are available for this new address, the
peer can select a universally satisfying candi date anong t hem

4.5. Dynam c Overhead Sheddi ng

Pat h- sel ective operation requires substantially |ess overhead in
processi ng and buffer space than nultipath operation. This applies
to both the conplexity-reduced- as well as the full-fledged design.

A MPTCP- awar e application server supporting many simultaneous
mul ti path connecti ons can apply an over head- sheddi ng nechani sm by
switching to path-selective operation when the aggregate traffic | oad
runs too high.

For this purpose, the server needs to enforce path-selective
operation in the same manner as discussed in Section 4.4. for the
conpl exity-reduced receiver. Hence the sane signaling features, i.e.
MP_SELECT option and ADDR _AVAI L/ ADDR_UNAVAI L options need to be
supported to enable this feature.
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5.

I ncrenent al Depl oynent of MPTCP

MPTCP i s based on the prem se that both end hosts support the MPTCP
protocol. In wireless access networks, such a requirement nmay create
a burden to depl oynent since both end points are represented by
different parties and only one of them may see a benefit in using
MPTCP. (This for instance is different in data centers where the end
points are controlled by the sane party). This burden may jeopardize
MPTCP' s mar ket accept ance.

I n sone depl oynent scenarios, MPTCP nmay provide sufficient benefit to
both sides to overconme this burden. This nmay apply to P2P servi ces,
such as Vol P and Vidl P, where both end points are nobile, and they
both have a vested interest to upgrade to MPTCP. This scenari o,
however, fails in case back-to-back agents are inserted between the
nobil e end points as it is often the case for SIP- and | Ms-based
traffic. Further, many P2P services are of conversational nature and
rendered via UDP

There may be an incentive for sone network-based services to upgrade
to MPTCP, especially if their service offerings are tailored toward
nobi |l e devices. It is not clear, however, how strong this incentive
is and if it supports MPTCP depl oynent on a | arge scal e.

One way to | ower the deploynent threshold for MPTCP is through the

i ntroduction of proxies as proposed by [8]. Since such proxies
require only one end point to be MPTCP-conpliant, they facilitate an
i ncrenental depl oynent process.

In the nost general scenario [8], no restrictions are nmade to the

| ocati on where the proxy resides. As a result, the MPTCP-aware host
has to undergo a signaling procedure to authenticate itself to the
proxy and to provide it with information about the renpte peer with
whom it w shes to establish a connection. Such a procedure
substantially extends the present MPTCP signaling protocol.

In a nore restrictive scenario, the proxy resides on a central router
in the MPTCP-host’s network. Being integral to the host’s network is
inmportant since it elimnates the need for a separate authentication
procedure. The central |ocation further allows the proxy to derive
all information through interception of passing traffic. Hence no
addi tional signaling between host and proxy is needed for connection
establ i shment and the proxy becones transparent to the end hosts.

Wil e a transparent proxy can al so be introduced for MPTCP, sone

m nor issues arise due to MPTCP' s support of nultiple sinultaneous
subfl ows, which nmake the "on-path" condition anbi guous. These issues
are discussed in the next section. The next foll ow ng section
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di scusses the rel evance of transparent proxies in the context of 3rd-
and 4t h-generati on nobil e-network depl oynents.

5.1. Transparent Proxy

Fig.1l: Path anbiguity in presence of transparent proxy

The MPTCP transparent proxy must reside on the initial path used for
the first subfl ow between both connection end points. Wen one end
poi nt (host A) starts the SYN ACK handshake with its peer (host B)
the proxy intercepts the initial packet, derives all connection-

rel evant information and | ets the packet pass.

In case host A and host B are MPTCP-capable, they mutually engage
into a MPTCP connection and the proxy stays out of the picture. 1In
case host A is MPTCP-capable but host Bis not, the proxy finds out
since host B's SYN ACK packet does not contain the MP_CAPABLE opti on.
At this point, the proxy steps in and provides all MPTCP signaling on
behal f of host B throughout the duration of the connection.

Figure 1 illustrates such a situation: Host Ainitiates a subflow
fromIPl to host B s IP3. The transparent proxy sits on this path.
Whil e host A believes it sustains an MPTCP connection with host B,
host B believes it sustains a conventional TCP connection with host
A

A problem ari ses when host A wishes to establish a new subflow to
host B from another interface, which connects to a different network.
Since the new path to host B does not cross the transparent proxy,
subfl ow establishnent via VP JONwII fail. Instead, host A should
establish the new subflow to the proxy’s | P address. Host A,
however, does not know about the proxy due to its transparence.

In the illustration of figure 1, host A wuld try to establish the
new subflow fromthe new interface P2 to host B s interface |P3.
Instead, it should establish a subflowto the proxy’ s |IP address
mar ked with | Pp.

In order to support establishnment of additional subflows, the proxy
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has to tell host A to use the proxy’s address rather than host B's
address as the destination for new subfl ows.

Currently, MPTCP could acconplish this through a rather awkward
procedur e:

0 The proxy sends the ADD ADDR option to host A advertising its own
| P address (I Pp).

0o Host Ainterprets this nmessage as a request for imredi ate subfl ow
establi shnent and acts upon it using the sane interface it used
for the first subflow (i.e. 1P1l). As a result, both subflows
(1 P1< =>I P3 and | P1<=>| Pp) run along the sanme path between host A
and the proxy.

o0 The proxy termnates the first subflow (I P1<=>IP3) with host A via
a FIN exchange and relays all packets it exchanges with host B
(IPp’<=>I1P3) to the second subflow (I Pl<=>IPp). Then it sends the
REMOVE_ADDR option to host A pointing to host B s |IP address
(1P3).

o Upon reception of the REMOVE ADDR option, host A renoves host B's
address (1 P3) and talks directly to the proxy (IPp). Al future
subflows w il now be established wth the proxy rather than with
host B.

While this procedure works, it requires a lot of effort at the
begi nni ng of each connection even though it is not known if host A
ever wi shes to establish other subflows. This is against MPTCP s
spirit to keep the initial cost of connection establishnment |ow

It is recoomended to provide an alternative approach, which does not
require such effort. This can be done through the foll ow ng
si gnal i ng enhancenents:

o The ADD ADDR option only represents a request to cache the
encl osed address val ue together with an address id. This request
i s independent of further actions or intentions associated wth
this address. Such a nodification of the ADD ADDR option al so
supports the enhancenents proposed in Section 3.6 and Section 4. 4.
As nentioned before, the address val ue does not have to be
included in the option in case the ADD ADDR option refers to the
source address of the packet itself.

o The new JO N ADDR option is introduced. It requests that the

recei ving host establishes a new subflowto the address id
specified in the option.
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o0 The new DEFER _ADDR option is introduced. It requests that the
recei ving host uses the designated address id as the destination
of all future subfl ows.

After establishnment of the first subflow, the transparent proxy can
announce its own address via the ADD ADDR option and subsequently
send the DEFER _ADDR option. No further action has to be taken until
host A wishes to start a new subflow to host B. In this case, host A
uses the proxy’ s address as the destination of the new subfl ow.

5.2. Applicability to 33 4G Mbil e Network Depl oynents

The transparent proxy is in line with present 3@ 4G nobil e network
depl oynments, which rely on nmacro-cellular standards using centralized
architecture. Gven such infrastructure, the MPTCP transparent proxy
can reside on the central router of the 3G 4G network (e.g. packet
data gateway node). MPTCP-conpliant termnals can initiate
connections via the macro-cellular network, which offers w de-area
coverage at the price of throughput. Based on availability, the
termnal can start additional subflows with other access networks
(e.g. W.ANs), which are local in nature but usually offer higher
data rates.

The MPTCP transparent proxy allows the cellular operator to

dynam cally offload traffic fromlicensed to unlicensed spectrum and
eventually away fromthe cellular core in case both end hosts support
MPTCP. MPTCP can further |everage off from 3GPP's security since the
proxy’s initial key is forwarded through the secured cellul ar

network. This thwarts hijacking attacks by outside hosts. A nore
detail ed anal ysis on security requirenents would be desirable in this
cont ext .

Not e that path-selective MPTCP with transparent proxy provides the
same functionality as 3GPP’s WLAN i nternetworking solution [5]. At
the sanme tine MPTCP is a sinpler and nore versatile solution since it
does not need tunnel support while providing better m ddl ebox

conpliance. |In addition, it supports nulti-flow capabilities and it
permts operation as true end-host based protocol. Since operating
on | ayer 4, MPTCP should further be conpliant with existing 3GPP

st andar ds.
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6. Summary of New Messages

This section summari zes the new MPTCP options introduced in the prior
sections, and it riefly states their purpose:

Hanpel

MP_SELECT:

This option enforces path-selective operation on the receiving
host. It is generally sent on the designated subflow The
option may enclose an address id in case it is sent
preenptively, i.e. in break-before-mke scenarios before the
desi gnat ed path becomes avail able. By enforcing path-selective
operation, the MP_SELECT option permts |ow conplexity MPTCP
recei ver solutions (Section 4.4) as well as dynam c overhead
sheddi ng for heavily | oaded servers (Section 4.5).

ADD_ADDR

This option should be re-interpreted. In the new
interpretation, it only provides a mappi hg between address id
and address val ue but abstains fromfurther advice or request
for action. When the ADD ADDRESS option refers to the source
address of the packet it is enclosed in, it can omt the

addr ess val ue.

AVAI L_ADDR/ UNAVAI L_ADDR:

These options informthe receiving host about the availability/
unavailability status of an interface referred to via an
address id. The enclosed address-id permts sending the option
froman available interface to refer to an unavail abl e
interface. The options can be conbined into one option by
including a binary availability flag. They permt the renote
host to switftly adjust data transm ssion to interface tear-
down and setup of the |ocal host as outlined in Section 3.6,
Section 4.4 and Section 4.5.

JO N_ADDR:

This option requests that the receiving host initiate a subfl ow
to an address referred to via the encl osed address id.
Currently, the functionality of this optionis nelted into the
ADD_ADDR opti on.

DEFER_ADDR:

This option instructs the receiving host to use a specific
address referred to via an address id as the destination for
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all future subflows. This option is required for transparent-
proxy operation (section 6).

DSS insertion policy for bulk transfer:
To reduce receiver conplexity, DSS options should be inserted

into all packets of a bulk until the first data ACK is received
for a packet contained in the bulk (Section 3.7).
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7. Security Considerations

The security considerations established in RFC6181 [2] apply.
Addi ti onal considerations can be found in [3]. No additional
security risks have been introduced through the enhancenents proposed
in this docunent.
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8.

Concl usi on

MPTCP has great potential in its applicability to wirel ess access
networks. Especially MPTCP s pat h-sel ective operation node can be
considered an attractive solution that facilitates connection

m gration across access providers and/ or access technol ogi es neeting
an existing demand. It is strongly recommended to add the proposed
enhancements that permt a substantial reduction in design
conpl exi ty.

MPTCP's nmultipath capabilities may provide additional benefit in
wirel ess environnents. For that to happen, further exploration of
the multipath operation space is recommended. |In this context,
mul ti path diversity and dynam c path adaptati on have been naned as
principle objectives that may add substantial val ue beyond that of

t hroughput aggregation. Features to support signaling for path-
availability may add further performance benefit. The outcone of
such efforts should provide specific guidance to inplenentors on how
desi gn and configuration paranmeters have to be set.

In wireless environments, MPTCP' s core problemis increnental

depl oyment. This probl em can be overcone through transparent

proxies. Wiile this falls in line with existing nobile network

depl oynents it requires snmall nodifications and enhancenents to MPTCP
si gnal i ng.
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