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Abstract

Thi s docunent describes flow information nodel for Determnistic
Networking (DetNet). The DetNet service is provided either for a
Layer 3 or a Layer 2 flow. This docunent provides DetNet flow

i nformati on nodel both for Layer 3 and Layer 2 flows in an integrated
fashi on.

Status of This Meno

This Internet-Draft is submtted in full confornmance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups nmay al so distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi mum of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Septenber 13, 2017.
Copyright Notice

Copyright (c) 2017 I ETF Trust and the persons identified as the
docurment authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Legal
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
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the Trust Legal Provisions and are provided w thout warranty as
described in the Sinplified BSD License.
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1. I nt roducti on

OO ~N~NOoOOUIRARADMPAWN

A Determnistic Networking (DetNet) service provides a capability to

carry a unicast or a nulticast data flow for an application with
constrai ned requirenents on network performance, e.g., |ow packet

| oss rate and/or latency. The DetNet service is provided either for

a Layer 3 (L3) flow or a Layer 2 (L2) flow by an | P/ MPLS network
see, e.g., [I-D.ietf-detnet-dp-alt]. Simlarly, Tinme-Sensitive

Net working (TSN) [ EEEB021TSN]) can be used for L2 flows in a bridged

network. DetNet and TSN have comon architecture as expressed in

[ ETFDet Net] and [I-D.ietf-detnet-architecture]. DetNet service can

be | everaged both by L3 and L2 flows, i.e., by DetNet L3 flows and
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Det Net L2 flows. Therefore, the DetNet flow information nodel

provi ded by this docunent covers both DetNet L3 flows and Det Net L2
flows in an integrated fashion. Thus, the DetNet flow information
nodel is based on [I-D.ietf-detnet-architecture] and on the data
nodel specified by [|I EEE8B021Qcc]. Furthernore, the DetNet fl ow
informati on nodel relies on the flowidentification possibilities
described in [ EEEB021CB], which is used by [| EEE8021Qcc] as wel |l .
In addition to TSN data nodel, [|EEE8021Qcc] al so specifies
configuration of TSN features (e.g., traffic scheduling specified by
[ EEEB021CQbv]). Due to the comon architecture and fl ow nodel,
configuration features can be |l everaged in certain depl oynent
scenarios, e.g., when the network that provides the DetNet service
i ncl udes both L3 and L2 network segnents.

Based on the DetNet architecture [I-D.ietf-detnet-architecture] (see
Section 4), this docunent (this revision) only considers the
Centralized Network / Distributed User Mddel out of the nodels
specified by [I EEE8021Qcc]. That is, there is a User-Network
Interface (UNI) between an end system and a network. Furthernore,
there is a central entity for the control of the network. For

i nstance, the central entity inplenments a Path Conputation El enent
(PCE) for the calculation and establishment of paths needed for
packet replication and elimnation, if any.

[[NOTE (to be renoved froma future revision): The Goals and Non
goal s subsections are only for revision 00, they are to be renoved
fromfuture revisions of this draft.]]

1.1. CGoal s

As it is expressed in the Charter [IETFDet Net], the Det Net W5

col | aborates with IEEE 802.1 TSN in order to define a common
architecture for both Layer 2 and Layer 3, which is beneficial for
vari ous reasons, e.g., in order to sinplify inplenmentations. The
flow informati on nodel should be al so common al ong those lines. As
the TSN flow i nformati on/ data nodel specified by [| EEE8021Qcc] is
mature, the DetNet flow information nodel described in this docunent
is based on [| EEE8021Qcc], which is an amendnent to [| EEE8021( .

The Centralized Network / Distributed User Mddel of [|IEEE8021Qcc] is
used in this revision as a start of the work. Further nodels can be
al so useful for DetNet, e.g., the Fully Centralized Mdel for the

I ndustrial M2M use case [I-D.ietf-detnet-use-cases].

Thi s docunent intends to specify flow information nodel only.
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Revision 00 is just a start; it is not conplete. As this revision
heavily relies on [I EEEB021Qcc], the need for further DetNet specific
aspects is to be reviewed and m ssing pieces are to be added.

1. 2. Non Goal s

Thi s docunent (this revision) does not intend to specify either flow
data nodel or DetNet configuration. Fromthese aspects, the goals of
this docunent differ fromthe goals of [|IEEE8021Qcc], which al so
speci fies data nodel and configuration of certain TSN features.

2. Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

The | owercase forns wwth an initial capital "Must", "Mist Not",
“Shall", "Shall Not", "Should", "Should Not", "Muy", and "Optional"
in this docunent are to be interpreted in the sense defined in

[ RFC2119], but are used where the normative behavior is defined in
docunent s published by SDGCs ot her than the | ETF.

3. Term nol ogy and Definitions
Thi s docunent uses the term nol ogy established in Section 2 of the
Det Net architecture docunent [I-D.ietf-detnet-architecture]. The
Det Net <=> TSN dictionary of [I-D.ietf-detnet-architecture] is used
to performtranslation from[I| EEE8021Qcc] to this docunent.
Additional terns used in this docunent:
Det Net L3 Flow. Layer 3 (L3) flow | everagi ng Det Net service.
Det Net L2 Flow. Layer 2 (L2) flow | everagi ng Det Net servi ce.

4. Nam ng Conventi ons
The foll ow ng nam ng conventions were used for nam ng information
nodel conponents in this docunent. It is recommended that extensions
of the nodel use the sane conventi ons.
0 Nanmes SHOULD be descripti ve.
o Nanes MJST start with uppercase letters.
o Conposed nanes MJST use capital letters for the first letter of

each conponent. Al other letters are |owercase, even for
acronynms. Exceptions are made for acronynms containing a m xture
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5.

of | owercase and capital letters, such as IPv6. Exanples are
Sour ceMacAddr ess and Desti nati onl Pv6Addr ess.

End System

Determ nistic service is required by tinme/loss sensitive
application(s) running on an end system during conmunication with its
peer(s). Such a data exchange has various requirenments on delay and/
or | oss paraneters.

The DetNet architecture [I-D.ietf-detnet-architecture] distinguishes
two kinds of end systens: Source and Destination. The sane
distinction is applied for the DetNet flow information nodel. In
addition to the end systens interested in a flow, the status
information of the flowis also inportant. Therefore, the Det Net
flow information nodel relies on three high |evel groups:

0 Source: an end system capable of sourcing a DetNet flow The
Source information group includes elements that specify the Source
for a single flow This information group is applied fromthe
user to the network.

o Destination: an end systemthat is a destination of a DetNet flow
The Destination information group includes elenents that specify
the Destination for a single flow This information group is
applied fromthe user to the network.

o Status: the status of a DetNet flow. The status information group
i ncl udes el enents that specify the status of the flowin the
network. This information group is applied fromthe network to
the user. This information group infornms the user whether or not
the flowis ready for use.

There are two operations for each flowwith respect to a Source or a
Desti nati on:

o Join: Source/Destination request to join the flow
o Leave: Source/Destination request to | eave the flow.

[[NOTE (to be renoved froma future revision): Adding Mdify
operation can be considered to address cases when a flowis slightly
changed, e.g., only MaxPacketSi ze (Section 6.2) has been changed.]]

As the DetNet UNI can provide both L3 and L2 services, end systens
may not need to inplenment the L3 <=> L2 Transfer Function specified
by [| EEE8021CB] (see, e.g., subclause 6.3; see also subclause 46.1 in
[ EEE8021Qcc]). An edge node may inplenent a function simlar to the
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Transfer Function, see, e.g., the Svc Proxy in Figure 1 in
[I-D.ietf-detnet-dp-alt].

6. FlI ow

The flows | everagi ng Det Net service can be unicast or nulticast data
flows for an application with constrained requirenments on network
performance, e.g., |ow packet |oss rate and/or |atency. Therefore,
they can require different connectivity types: point-to-point (p2p)
or point-to-nultipoint (p2np). The p2np connectivity is created by a
transport layer function (e.g., p2np LSP) [I-D.ietf-detnet-dp-alt].
(Note that np2np connectivity is a superposition of p2np
connections.)

Many fl ows using DetNet service are periodic with fix packet size
(i.e., Constant Bit Rate (CBR) flows), or periodic with variable
packet size.

Del ay and | oss paraneters are correl ated because the effect of |ate
delivery can result data | oss for an application. However, not al
applications require hard limts on both paraneters (delay and | oss).
For exanple, sone real-time applications allow graceful degradation
if | oss happens (e.g., sanpl e-based processing, nedia distribution).
Sone others may require high-bandw dth connections that nake the
usage of techniques |ike packet replication econom cally challenging
or even inpossible. Sone applications may not tolerate |oss, but are
not delay sensitive (e.g., bufferless sensors). Tine/loss sensitive
appl i cations may have somewhat special requirenments especially for
loss (e.g., no loss in two consecutive communi cation cycles; very | ow
outage tinme, etc.).

Fl ows have the follow ng attributes:
a. DataFl owSpecification (Section 6.1)
b. TrafficSpecification (Section 6.2)
c. FlowRank (Section 6.3)
Flow attributes are described in the follow ng sections.
6.1. ldentification and Specification of Flows
Identification options for TSN fl ows are specified by [| EEEB021CB],
whi ch also includes IP flow identification, see, e.g., Table 6-1 in

Clause 6. Therefore, the flow identification specified by
[ | EEE8021CB] is also applicable to DetNet flows.
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6.

6.

1

1

[[NOTE (to be renoved froma future revision): Extensions to the
options specified by [|I EEEB021CB] can be di scussed.]]

Dat aFl owSpeci fication specifies DetNet flows as foll ows; see
Section 6.1.1 for DetNet L3 flows and Section 6.1.2 for DetNet L2
flows.

1. DetNet L3 Flow Identification and Specification

Det Net L3 flows can be identified and specified by the foll ow ng
attri butes:

a. Sourcel pAddress

b. Destinationl pAddress

c. Dscp

d. Protoco

e. SourcePort

f. DestinationPort

g. Ml sLabel

2. DetNet L2 Flow lIdentification and Specification

Det Net L2 flows can be identified and specified by the foll ow ng
attri butes:

a. Destinati onMacAddress

b. SourceMacAddress

c. Pcp

d. Manld

[[NOTE (to be renoved froma future revision): The Multiple Stream
Regi stration Protocol (MSRP) [|EEE8021Q uses Streaml D to match

Tal ker registrations with their correspondi ng Listener registrations,
i.e., toidentify Streans (L2 TSN flows). The Stream D incl udes the
fol |l owi ng subconponents:

o A 48-bit MAC Address associated with the Tal ker sourcing the
streamto the bridged network.
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0o A 16-bit unsigned integer value, Unique ID, used to distinguish
anong nmultiple streans sourced by the sanme Tal ker

11

6.2. Traffic Specification

TrafficSpecification specifies how the Source transmts packets for
the flow This is effectively the prom se/request of the Source to
the network. The network uses this traffic specification to allocate
resources and adj ust queue paraneters in network nodes.

TrafficSpecification has the follow ng attri butes:

a. Interval: the period of tinme in which the traffic specification
cannot be exceeded.

b. MaxPacketsPerlnterval: the maxi mum nunber of packets that the
Source will transmt in one Interval.

c. MaxPayl oadSi ze: the maxi mum payl oad size that the Source will
transmt.

6.3. Flow Rank
Fl ownRank provides the rank of this flowrelative to others flows in
the network. This rank is used to determ ne success/failure of flow
establishment. Rank (boolean) is used by the network to deci de which
fl ows can and cannot exist when network resources reach their limt.
Rank is used to help to determ ne which flows can be dropped (i.e.,
removed from node configuration) if a port of a node becones
oversubscribed (e.g., due to network reconfiguration). The false

value is nore inportant than the true value (i.e., flows with true
are dropped first).

7. Source
The Source object specifies:

o The behavior of the Source for the flow (how when the Source
transmts).

o0 The requirenents of the Source fromthe network.
o0 The capabilities of the interface(s) of the Source.

The Source object includes the following attri butes:
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a. DataFl owSpecification (Section 6.1)

b. TrafficSpecification (Section 6.2)

c. FlowRank (Section 6.3)

d. EndSystem nterfaces (Section 9.1)

e. InterfaceCapabilities (Section 9.2)

f. UserToNetwor kRequirenments (Section 9. 3)

For the join operation, the DataFl owSpecification, FlowRank,
EndSystem nterfaces, and TrafficSpecification SHALL be incl uded
within the Source. For the join operation, the

User ToNet wor kRequi renents and I nterfaceCapabilities groups MAY be

i ncl uded within the Source.

For the | eave operation, the DataFl owSpecification and
EndSystem nterfaces SHALL be included within the Source.

8. Destination
The Destination object includes the follow ng attributes:
a. DataFl owSpecification (Section 6.1)
b. EndSystem nterfaces (Section 9.1)
c. InterfaceCapabilities (Section 9.2)
d. User ToNet wor kRequi renments (Section 9. 3)
For the join operation, the DataFl owSpecification and
EndSystem nterfaces SHALL be included within the Destination. For
the join operation, the User ToNet wor kRequi renents and

InterfaceCapabilities groups MAY be included within the Destination.

For the | eave operation, the DataFl owSpecification and
EndSyst em nt erfaces SHALL be included within the Destination.

[[NOTE (to be renoved froma future revision): Should we add

Destinati onRank? It could distinguish the inportance of Destinations
if the flow cannot be provided for all Destinations.]]
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9. Common Attributes of Source and Desti nation

Source and Destination end systens have the foll ow ng common
attributes in addition to DataFl owSpecification (Section 6.1).

9.1. End System lInterfaces

EndSystem nterfaces is a list of identifiers, one for each physical
interface (port) in the end systemacting as a Source or Destination.
An interface is identified by an I P or a MAC address.

[[NOTE (to be renoved froma future revision): Sub-Interfaces to be
added, e.g., based on Iflndex.]]

9.2. Interface Capabilities

InterfaceCapabilities specifies the network capabilities of al
interfaces (ports) contained in the EndSystenl nterfaces object
(Section 9.1). These capabilities may be configured via the

I nterfaceConfiguration object (Section 10.2) of the Status object
(Section 10).

Note that an end system nmay have nultiple interfaces with different

network capabilities. 1In this case, each interface should be

specified in a distinct top-level Source or Destination object (i.e.,

one entry in EndSystem nterfaces (Section 9.1)). Use of nmultiple

entries in EndSystem nterfaces is intended for network capabilities

that span nultiple interfaces (e.g., packet replication and

elimnation).";.

[[NOTE (to be renopved froma future revision): InterfaceCapabilities

attributes are to be defined. For information, [|EEE8021Qcc]

specifies the followi ng attri butes:

a. VlanTagCapabl e (Custoner VLAN Tag capabl e)

b. CB-Capable (frame replication and elim nation capabl e)

c. CB-Stream denTypeList (a list of the optional Stream
Identification types supported by the interface as specified in
[ 1 EEEB021CB] .)

d. CB-SequenceTypeList (a list of the optional Sequence Encode/

Decode types supported by the interface as specified in
[ 1 EEEB021CB] .)

11
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9.3. User to Network Requirenents

User ToNet wor kRequi renents specifies user requirenments for the flow,
such as latency and reliability.

The User ToNet wor kRequi renment s obj ect includes the foll ow ng
attri butes:

a. NunReplicationTrees
b. MaxLat ency

NunRepl i cationTrees specifies the nunber of maxinmally disjoint trees
t hat the network should configure to provide packet replication and
elimnation for the flow NunReplicationTrees is provided by the
Source only. Destinations SHALL set this elenent to one. Value zero
and one indicate no packet replication and elimnation for the flow
When NunReplicationTrees is greater than one, packet replication and
elimnation is to be used for the flow If the Source sets this

el ement to greater than one, and packet replication and elim nation
is not possible in the network (e.g., no disjoint paths, or the nodes
do not support packet replication and elimnation), then the

Fai | ureCode of the Status object is non-zero (Section 10.1).

MaxLatency is the maxi num | atency from Source to Destination(s) for a
singl e packet of the flow MaxLatency is specified as an integer
nunber of nanoseconds. Wen this requirenment is specified by the
Source, it nust be satisfied for all Destinations. Wen this

requi renent is specified by a Destination, it nust be satisfied for
that particular Destination only. [|f the UserToNetworkRequirenents
group is not provided within the Source or Destination object, then
val ue zero SHALL be used for this elenent. Value zero represents a
speci al use for the maxi mum | atency requirenent. Value zero | ocks-
down the initial latency that the network provides in the
Accunul at edLat ency paraneter of the Status object (Section 10) after
t he successful configuration of the flow, such that any subsequent
increase in the |l atency beyond that initial value causes the flowto
fail.

[[NOTE-1 (to be renoved froma future revision): Should we add a
paraneter to specify the maxi num packet |oss rate that can be
tolerated for the flow?]]

[[NOTE-2 (to be renobved froma future revision): TrafficSpecification
(Section 6.2) specifies the Peak Information Rate (PIR) of the flow,
which is a kind of user requirenment to the network. Should we add
Commtted Information Rate (CIR), i.e., the mninumrate the user
requests to be guaranteed for the flow by the network?]]
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10. St at us

The Status object is provided by the network each Source and
Destination of the flow The Status object provides the status of
the flowwith respect to the establishnent of the flow by the
network. The Status object is delivered via the corresponding UNI to
each Source and Destination end systemof the flow The Status is

di stinct for each Source or Destination because the
Accunul at edLat ency and I nterfaceConfiguration objects are distinct,
see bel ow.

The Status object SHALL include the attributes a), b), c); and MAY
include attributes d), e):

a. DataFl owSpecification (Section 6.1)

b. Statuslinfo (Section 10.1)

c. Accunul atedLatency (this section bel ow)
d. InterfaceConfiguration (Section 10.2)
e. Failedlnterfaces (Section 10. 3)

Dat aFl owSpecification identifies the flow for which status is

provi ded. DataFl owSpecification is described in (Section 6.1) If the
Status object is provided without a Source or Destination object in a
protocol nessage via a UNI, then the DataFl owSpecification object
SHALL be included within the Status object for both join and | eave
operations. |If the Status object imediately follows a Source or
Destination object in the protocol nessage, then the

Dat aFl owSpeci fication object is obtained fromthe Source/Destination
obj ect, and therefore DataFl owSpecification is not required within

t he Status object.

Accunul at edLat ency provides the worst-case |atency that a single
packet of the flow can encounter along its current path(s) in the
networ k. Wen provided to a Source, Accunul atedLatency is the worst-
case latency for all Destinations (worst path). Accunul at edLat ency
is specified as an integer nunber of nanoseconds. Latency is
measured using the tinme at which the data franme’s nessage tinestanp
poi nt passes the reference plane marking the boundary between the
network nmedia and PHY. The nessage tinestanp point is specified by

| EEE Std 802. 1AS [| EEEB021AS] for various nedia. For a successful
Status, the network returns a value |less than or equal to the

MaxLat ency of the User ToNet wor kRequi rements (Section 9.3). If the
NunRepl i cati onTrees of the User ToNet wor kRequi renents (Section 9.3) is
one, then the Accunl atedLatency SHALL provide the worst |atency for
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10.

the current path fromthe Source to each Destination. |If the path is
changed (e.g., due to rerouting), then the Accunul at edLat ency changes
accordingly. |If the NunReplicationTrees of the

User ToNet wor kRequi renents (Section 9.3) is greater than one,
Accumnl at edLat ency SHALL provide the worst latency for all paths in
use fromthe Source to each Destination

1. Status Info

Statuslinfo provides information regarding the status of a flow s
configuration in the network.

The Statuslinfo object MAY include the follow ng attri butes:

a. SourceStatus is an enuneration for the status of the flow s
Sour ce:

*  None: no Source
* Ready: Source is ready
*  Failed: Source failed

b. DestinationStatus is an enuneration for the status of the flow s
Desti nati ons:

* None: no Destination
* Ready: all Destinations are ready

* Partial Failed: One or nore Destinations ready, and one or nore
Listeners failed. The flow can be used tf the Source is
Ready.

* Failed: Al Destinations fail ed.

c. FailureCode: A non-zero code that specifies the problemif the
fl ow encounters a failure (e.g., packet replication and
elimnation is requested but not possible, or SourceStatus is
Fail ed, or DestinationStatus is Failed, or DestinationStatus is
Parti al Fail ed).

[[NOTE (to be renoved froma future revision): FailureCodes to be
defined for DetNet. Table 46-1 of [|EEE8021Qcc] descri bes TSN
failure codes.]]

Far kas, et al. Expi res Septenber 13, 2017 [ Page 13]



| nt er net - Draf t Det Net Fl ow | nformati on Mbdel March 2017

10.

10.

11.

12.

2. Interface Configuration

I nterfaceConfiguration provides configuration of interfaces in the
Source/ Destination. This configuration assists the network in
nmeeting the requirenents of the flow The InterfaceConfiguration
object is according to the capabilities of the interface.

I nterfaceConfiguration can be distinct for each Source or Destination
of each flow. If the InterfaceConfiguration object is not provided
within the Status object, then the network SHALL assune zero el enents
as the default (no interface configuration).

The I nterfaceConfiguration object MAY include one or nore the
follow ng attributes:

a. MAC or IP Address to identify the interface

b. Dat aFl owSpecification (Section 6.1)

3. Failed Interfaces

Fai l edlnterfaces provides a Iist of one or nore physical interfaces
(ports) in the failed node when a failure occurs in network
configuration (i.e., non-zero FailureCode in Statuslnfo object
(Section 10.1)).

The I nterfaceConfiguration object includes the follow ng attributes:
a. MAC or IP Address to identify the interface

b. I nt er f aceNane

InterfaceNane is the nane of the interface (port) wthin the node.
This interface nane SHALL be persistent, and unique within the node.

Summary
Thi s docunent describes DetNet flow information nodel both for Det Net
L3 flows and DetNet L2 flows based on the TSN data nodel specified by
[ EEEB021Qcc]. This revision of the docunent is just to start the
di scussions; further work i s needed.

| ANA Consi derations

N A.
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