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Abst ract

Recent mnor versions of NFSv4 work best when ONC RPC transports can
send ONC RPC calls in both directions. This docunent describes
conventions that enable RPC over-RDVA version 1 transport endpoints
to interoperate when operation in both directions is necessary.
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1. Introduction

1.1. Requirenents Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].
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1.2. Scope O This Docunent

Thi s docunent describes a set of experinmental conventions that apply
to RPC-over-RDVA version 1, specified in [ RFC5666]. Wen observed,

t hese conventions enabl e RPC-over-RDVA version 1 endpoints to handl e
RPC calls that flow fromclient to server and server to client
concurrently.

No changes to the RPC-over-RDVA version 1 protocol definition are
needed, thus this docunent does not update [ RFC5666].

The purpose of this docunent is to pernit interoperable prototype
i mpl emrent ati ons of bi-directional RPC- over-RDMA, finally enabling
NFSv4.1 (and | ater NFS m nor versions) on RDMA transports.

Provi di ng an Upper Layer Binding for NFSv4.x call back operations is
not in the scope of this docunent.

1.3. Understanding RPC Direction

The ONC RPC protocol, as described in [RFC5531], is fundanentally a
nmessage- passi ng protocol involving one server and perhaps nultiple
clients. There are two types of nessages.

A CALL nessage requests work. A CALL nessage is designated by the
value CALL in the nmessage’s nsg_type field. An arbitrary unique
value is placed in the nmessage’s xid field. The host that originates
a CALL nessage is referred to as the "caller."

A REPLY nessage reports the results of requested work. A REPLY
message i s designated by the value REPLY in the nessage’s nmsg_type
field. The value contained in the nessage’s xid field is copied from
the CALL nmessage whose results are being reported. The host that
emts a REPLY nessage is referred to as the "responder.”

RPC-over-RDVA i s a connection-oriented RPC transport. Wen a
connection-oriented transport is used, ONC RPC client endpoints are
responsible for initiating transport connections, while ONC RPC
service endpoints await passively for incom ng connection requests.
We do not consider RPC direction on connectionless RPC transports in
t hi s docunent.

1.3.1. Forward Direction
A traditional ONC RPC client is always the caller. A traditional ONC
RPC service is always the responder. This traditional formof ONC

RPC nessage passing is referred to as operation in the "forward
direction."
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During forwards direction operation, the ONC RPC client is
responsi bl e for establishing transport connections.

2. Backwards Direction

The ONC RPC standard does not forbid passing nessages in the other
direction. An ONC RPC service endpoint can act as a caller, in which
case an ONC RPC client endpoint acts as a responder. This form of
message passing is referred to as operation in the "backwards
direction."

Duri ng backwards direction operation, the ONC RPC client is
responsi bl e for establishing transport connections, even though ONC
RPC calls conme fromthe ONC RPC server.

Not ably, traditional ONC RPC clients and services are usually not
prepared for backwards operation. ONC RPC clients and services are
heavily optim zed to performand scale well while handling traffic in
the forward direction. Not until recently has there been any need to
handl e operation in the backwards direction

3. Bi-direction

Finally, bi-directional operation occurs when both transport
endpoints act as a caller and a responder at the sane tine. As
above, the ONC RPC client is responsible for establishing transport
connecti ons.

Rati onal e For RPC-over-RDVA Bi-Direction
1. NFSv4.0 Call back Operation

An NFSv4.0 client enploys a traditional ONC RPC client to send NFS
requests to an NFSv4.0 server’'s traditional ONC RPC service

[ RFC7530]. NFSv4.0 requests flowin a forward direction on a
connection established by the client. This connection is referred to
as a "forechannel . "

NFSv4. 0 introduces the use of callback operations, in Section 10.2 of
[ RFC7530], for nanaging file delegation. An NFSv4.0 server sets up a
traditional ONC RPC client and an NFSv4.0 client sets up a
traditional ONC RPC service to handl e call back operations. These
requests flowin a forward direction on a connection established by
the server. This connection is referred to as a "backchannel ."

When an RDMVA transport is used for the forechannel, an NFSv4.0 client

typically provides a TCP cal |l back service. The client’s SETCLI ENTID
operation advertises the callback service endpoint with a "tcp" or
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"tcp6" netid. The server then connects to this service using a TCP
socket.

NFSv4.0 is fully functional wi thout a backchannel in place. The
server sinply does not grant file delegations. Applications mght
experience a performance inpact, but operational correctness is not
af f ect ed.

1.4.2. NFSv4.1 Cal | back Operation

NFSv4. 1 supports file delegation in a simlar fashion to NFSv4.0, and
extends the repertoire of callback operations to manage pNFS | ayouts,
as discussed in Chapter 12 of [RFC5661].

Further, NFSv4.1 requires that all transport connections are
initiated by NFSv4.1 clients. Thus, NFSv4.1 servers send call back
operations to clients in the backwards direction on connections that
NFSv4.1 clients establish with servers

NFSv4.1 clients may establish separate transport connections for
f orechannel and backchannel operation, or they may conbine
forechannel and backchannel operation on the sane transport
connecti on.

An NFSv4.1 client or server can signal its peer that a backchanne
capability is available on a given transport by sending a
CREATE_SESSI ON or BI ND_CONN_TO _SESSI ON operation. Wen an RDVA
transport is used for the forechannel, an NFSv4.1l client nust
additionally connect using a transport with bi-directional RPC
capability to use as a backchannel. Wthout a bi-directional RPC
over - RDMA capability, TCP is the only choice at present for an
NFSv4. 1 backchannel connection

Sone i npl enentations prefer using a single conbined transport. This
sinmplifies connection establishnment and recovery during network
partitions or when one endpoint restarts.

Li ke NFSv4.0, if a backchannel is not in use, an NFSv4.1l server does
not grant del egations. But because of its reliance on call back
operations to manage pNFS | ayout state, pNFS operation is inpossible
wi t hout a backchannel

1.5. Design Considerations
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1.5.1. Backwards Conpatibility

Exi sting clients that inplement RPC over-RDVA version 1 should
interoperate correctly with servers that inplenent RPC over-RDVA with
backwards direction support, and vice versa.

We prefer to avoid altering the RPC over-RDVA version 1 XDR
specification. Keeping the XDR the sane enabl es existing RPC over-
RDVA version 1 inplenenations to continue to interoperate with

i npl ement ati ons that support operation in the backwards direction

1.5.2. Performance | npact

Support for operation in the backwards direction should never inpact
the performance or scalability of forward direction operation, where
the bul k of ONC RPC transport activity typically occurs.

1.5.3. dient Conplexity

RDVA transfers invol ve one endpoint exposing a portion of its menory
to the other, which then drives RDMA READ and WRI TE operations to
access or nodify the exposed nenory. NFS clients expose their
menory, and NFS servers initiate RDVA data transfers.

W prefer to avoid having the server expose its menory to clients,
and to avoid introducing client conplexity to drive RDVMA operations

1.5.4. Payl oad Size

Per haps the only extant use case for backwards directi on ONC RPC
messages i s the NFSv4.1 backchannel. Qur conventions can |everage
certain characteristics of NFSv4.1 call back operations. These
operations typically do not bear |arge argunent or result payl oads,
and are infrequent relative to forechannel operations.

Smal | RPC- over - RDVA nessages are conveyed using only RDVA SEND

wi t hout the conplexity overhead of managi ng chunks. If only SEND is
permitted for backwards direction nmessage, an RDVA NOVEG type
message, which requires the use of a chunk, cannot be used to convey
a backwards direction nessage

The price for this sinplicity is that no backwards direction nessage
can be larger than the forward direction’s receive buffer size
(typically 1024 bytes).

Stipulating such a limt on backwards direction nessage size assunes
ei ther that Upper Layer Protocol consuners of backwards direction
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messages can advertise this limt to peers; or that ULP consunmers can
agree by convention on a maxi mum size of their backchannel payl oads.

In addition, using only inline forns of RPC-over-RDVA nessages and
never popul ati ng the RPC-over-RDVA chunk |ists neans that the RPC
header’s nmsg_type field is always at a fixed |location in nessages
flowi ng in the backwards direction, allow ng efficient detection of
the direction of an RPC-over- RDVA nessage

Wth few exceptions, NFSv4.1l servers can break down cal |l back requests
so they fit within this linmt. There are a few potentially |large
NFSv4. 1 cal | back operations, such as a CB GETATTR operati on where a

| arge ACL nust be conveyed. Although we are not aware of any NFSv4.1
i npl ementation that uses CB GETATTR, this state of affairs is not
guaranteed in perpetuity.

2. Conventions For Backwards Operation

Perform ng backwards directi on ONC RPC operations over an RPC-over -
RDVA transport can be acconplished within limts by observing the
conventions described in the foll ow ng subsections. For reference,
the XDR description of RPC-over-RDVA version 1 is contained in
Section 4.3 of [RFC5666].

2.1. Flow Control

An RDVA SEND operation fails if the receiver has not pre-posted
enough buffers to receive the sent nessage. A sender night
retransmt the SEND operation, or it can choose to drop the
connection if nessage reception fails.

RPC- over - RDMA version 1 provides send flow control to prevent
overrunning the pre-posted receive buffers on a connection’ s receive
endpoint. This is fully discussed in Section 3.3 of [ RFC5666].

2.1.1. Forwards Credits

An RPC-over-RDVA credit is roughly the capability to handl e one RPC
over-RDVA call. Each forward directi on RPC-over-RDVA call requests a
nunber of credits fromthe responder. Each forward direction reply
infornms the caller how nany credits the responder is prepared to
handle in total. The value of the request and grant are carried in
each RPC-over-RDVA nessage’s rdma_credit field

Practically speaking, the critical value is the value of the
rdma_credit field in RPC-over-RDVA replies. Wen an caller is
operating correctly, it sends no nore outstanding requests at a tine
than the responder’s advertised forward direction credit val ue.
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2.1.2. Backwards Credits

Credits work the sanme way in the backwards direction as they do in
the forward direction. However, forward direction credits and
backwards direction credits are accounted separately.

In other words, the forward direction credit value is the sane

whet her or not there are backward direction resources associated with
an RPC-over-RDMA transport connection. The backwards direction
credit value MAY be different than the forwards direction credit

val ue.

A backwards direction caller (an RPC- over-RDVA service endpoint)
requests credits fromthe responder (an RPC-over-RDMVA client
endpoint). The responder reports how many credits it can grant.
This is the nunber of backwards direction calls the responder is
prepared to handl e at once.

When an RPC-over- RDVA server endpoint is operating correctly, it
sends no nore outstanding requests at a time than the client
endpoi nt’ s advertised backwards direction credit val ue.

If a sender transnmits a backward direction nessage that exceeds the
receiver’'s backwards direction credit linit, the receiver MAY drop
the transport connection, or it MAY return an RPC-over-RDVA error to
the sender. The rdma _credit field in a backwards direction RPC- over-
RDVA nessage MUST NOT contain the val ue zero.

2.2. Managi ng Receive Buffers

A transport endpoint nust pre-post receive buffers before it can
recei ve and process inconi ng RPC over- RDVA nessages. |If a sender
transmts a message for a receiver which has no prepared receive
buffer, the receiver MJST drop the transport connection (?). This is
true no matter which direction a nessage fl ows.

2.2.1. dient Receive Buffers

Typically an RPC-over-RDVA cal l er posts only as many receive buffers
as there are outstanding RPC calls. A client endpoint wthout
backwards direction support mght therefore at tines have no pre-
posted receive buffers.

To receive incom ng backwards direction calls, an RPC over- RDVA

client endpoint nmust pre-post enough additional receive buffers to
match its backwards direction credit advertisenent.
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When an RDVMA transport connection is lost, all active receive buffers
are flushed and are no | onger available to receive incom ng nessages.
When a fresh transport connection is established, a client endpoint
must re-post a receive buffer to handle the reply for each
retransmtted forward direction call, and a full set of receive
buffers to handl e backwards direction calls.

2.2.2. Server Receive Buffers

A forward direction RPC over-RDVA service endpoi nt posts as nmany
receive buffers as it expects incomng forward direction calls. That
is, it posts no fewer buffers than the nunber of RPC-over- RDVA
credits it advertises in the rdma_credit field of forward direction
RPC replies.

To receive incom ng backwards direction replies, an RPC- over- RDVA
server endpoint rmust pre-post a receive buffer for each backwards
direction call it sends.

When the existing transport connection is lost, all active receive
buffers are flushed and are no | onger available to receive incom ng
messages. Wien a fresh transport connection is established, a server
endpoi nt nust re-post a receive buffer to handle the reply for each
retransmtted backwards direction call, and a full set of receive
buffers for receiving forward direction calls.

2.2.3. In the Absense of Backwards Direction Support

An RPC-over-RDVA transport endpoint might not support backwards
direction operation. There mght be no nechanismin the

i mpl ementation to do so. O the Upper Layer Protocol consuner might
not yet have configured the transport to handl e backwards direction
traffic.

Since a receiver may drop the transport connection after receiving a
message it was not prepared for, a denial-of-service could result if
a sender continues to send backchannel messages after every transport
reconnect.

General ly, for RPC-over-RDVA version 1 transports, the Upper Layer
Prot ocol consuner is responsible for inforning its peer when it has
no support for the backwards direction. Oherw se even a sinple
backwards direction NULL probe froma peer results in a | ost
connecti on.

For NFSv4.1, there is a built-in safety net for this case. An

NFSv4. 1 server shoul d never send backchannel nessages to an NFSv4. 1
client before the NFSv4.1 client has sent a CREATE SESSI ON or a
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Bl ND_CONN_TO_SESSI ON operation. As long as an NFSv4.1 client has
prepared appropri ate backchannel resources before sendi ng one of
these operations, denial-of-service is avoided. Legacy versions of
NFS shoul d never send backchannel operations.

Theref ore, an Upper Layer Protocol consuner MJST NOT perform
backwards direction ONC RPC operations unless the peer consuner has
signaled it is prepared to handle them A description of the Upper
Layer Protocol mechanisns used for this signal is not in the scope of
thi s docunent.

2.3. Backwards Direction Message Size

RPC- over - RDMA backwards direction nessages are transnmtted and

recei ved using the same buffers as nmessages in the forward direction
Therefore they are constrained to be no | arger than receive buffers
posted for forward nessages. Typical inplenentations have chosen to
use 1024-byte buffers.

It is expected that the Upper Layer Protocol consuner establishes an
appropriate payload size limt, either by advertising that size limt
to its peers, or by convention. That way, backwards direction
messages do not exceed the size of receive buffers at either
endpoi nt .

If a sender transnmits a backwards direction nessage that is |arger
than the receiver is prepared for, or the nessage is too small to
convey a conplete and valid RPC- over-RDVA and RPC nessage, the
recei ver MJST drop the transport connection

2.4. Sending A Backwards Direction Call

To form a backwards direction RPC- over-RDVA call nessage on an RPC
over-RDVA version 1 transport, an ONC RPC service endpoint constructs
an RPC-over - RDMA header containing a fresh RPC XID in the rdnma_xid
field. The rdma_vers field MJUST contain the value one. The nunber
of requested credits is placed in the rdnma_credit field (see

Section 2.1).

The rdna_proc field in the RPC over-RDVA header MJST contain the
value RDMA MSG.  All three chunk lists MJST be enpty.

The ONC RPC call header MJST follow inmediately, starting with the

same XID value that is present in the RPC over-RDVA header. The cal
header’s nmsg_type field MIST contain the value CALL.

Lever Expi res Cctober 26, 2015 [ Page 10]



Internet-Draft RPC- over - RDMA Bi direction April 2015

2.5.

3.
3.

3.

1.

2

Sendi ng A Backwards Direction Reply

To form a backwards direction RPC- over-RDVA reply nessage on an RPC
over-RDMA version 1 transport, an ONC RPC client endpoint constructs
an RPC-over - RDMA header containing a copy of the matching ONC RPC
call’s RPC XIDin the rdma_xid field. The rdma_vers field MJST
contain the value one. The nunber of granted credits is placed in
the rdma_credit field (see Section 2.1).

The rdna_proc field in the RPC over-RDVA header MJST contain the
value RDMA MSG.  All three chunk lists MJST be enpty.

The ONC RPC reply header MJUST follow i nmediately, starting with the
same XID value that is present in the RPC over-RDVA header. The
reply header’s nsg_type field MIST contain the val ue REPLY.

Limts To This Approach
Payl oad Size

The maj or drawback to the approach described in this docunment is the
limt on payload size in backwards direction requests.

0 Some NFSv4.1 call back operations can have potentially |arge
argunents or results. For exanple, CB GETATTR on a file with a
| arge ACL; or CB_NOTIFY, which can provide a | arge, conplex
argunent .

0 Any backwards direction operation protected by RPCSEC GSS nay have
addi tional header information that nakes it difficult to send
backwards direction operations with |arge argunents or results.

0 Larger payloads could potentially require the use of RDVA data
transfers, which are conplex and nake it nore difficult to detect
backwards direction requests. The nsg type field in the ONC RPC
header would no |l onger be at a fixed location in backwards
direction requests.

Pr epar edness To Handl e Backwar ds Requests

A second drawback is the exposure of the client transport endpoint to
backwards direction calls before it has posted receive buffers to
handl e t hem

Clients that do not support backwards direction operation typically
drop nessages they do not recognize. However, this does not allow

bi -direction-capable servers to quickly identify clients that cannot
handl e backwards direction requests.
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The conventions in this docunent rely on Upper Layer Protocol
consuners to deci de when backwards direction transport operation is
appropri at e.

3.3. Long Term

To address these linitations in the long run, we feel a revision of
the RPC-over-RDMA version 1 XDR is required, and that using
conventions to enabl e backwards direction operation is therefore a
transitional approach which is appropriate only while RPC- over- RDVA
version 1 is the predom nantly depl oyed version of the RPC over- RDVA
pr ot ocol .

4. Security Considerations
As a consequence of limting the size of backwards direction RPC
over - RDMA nessages, the use of RPCSEC GSS integrity and
confidentiality services (see [ RFC2203]) may be challenging in the
backwards direction due to the size of the additional RPC header
i nformati on required for RPCSEC GSS.

5. | ANA Consi derati ons
Thi s docunent does not require actions by | ANA
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