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Abstract

This specification defines a franework for interacting North bound
(AAA/ Pol icy) servers of the Cient resides in C oud and/or

Di stributed Network environnment with High-Availability to achieve
fewer use-cases. First, NAS Cient resides in Cloud or Virtualized
or Distributed Network Access Systemto perform Authori zati on,

Aut henti cation and Accounting procedures with AAA Servers. Second,
AAAA/ Pol i cy Servers provide dynam c policy information for

subscri bers of supporting in NAS Clients resides in Coud or
Virtualized or Distributed Network environnent. Finally, Handling of
Accounting related issues in better way for subscribers supported in
Cloud or Virtualized or D stributed Network environment under Hi gh-
Avai |l abl e conditions.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups nay al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft wll expire on June 9, 2018.
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1

1

I nt roducti on

In a Distributed Network Access Systens (DNAS) of containing network
el enents of having interaction with AAA systens to perform

Aut hori zati on, authentication and Accounting (AAA) operations for
end-users. Each Distributed Network Access El enent (DNAE) in DNAS
acts as NAS client which will interact with AAA server using
Distributed Network Access Controller?s (DNAC?s) connecting

par anmet ers using source-ip-address, source-port and shared-secret.
Al'l DNAEs in DNAS shall interact with DNAC | ocally either using
proprietary nmechani smor custom defined environnent which will avoid
DNAEs to be exposed to AAA Server and are norphed by DNAC identify
paranmeters. Phenonenally this will |leads to challenges for AAA
Servers to authorize end-users based on NAS-Client paraneters and
difficult to maintain accounting records as unware conpl ete NAS-
Client information. And also, it?s difficult for DNAC to segregate
and distribute received Dynam c Aut hor requests for respective users
from AAA Servers towards DNAEs. Under high availability conditions
for DNAS | ocated geographically or DNAES | ocated in DNAS, AAA Servers
unware to maintain accounting records for node or elenent failures.
A mechani sm should exist to intinmate AAA Server about DNAS/ DNAE
failure or recovering status by including relevant Radius Attributes
in Accounting Records. This docunent outlines the problens
encountered in DNAS for AAA operations, Policy exchange and high
avai | abl e scenarios. Furthernore, the docunent proposes sol utions or
possi bl e approaches of related to elenments in Distributed Network
systens. The purpose of this docunent is to introduce virtual - NAS
(VNAS) and other Radius attributes as solution to help Distributed
Net wor k Systens to sol ve above said problens by including values in
Aut henti cation, Accounting and dynam c author attributes. Wth this
approach, the goal is to allow the construction of standardized,

i nteroperable inplenmentations to allow DNAS in data centers or in
cloud. Section 1.2 gives term nol ogy and overvi ew of DNAS and
respective elenents. Section 3 describes the problem space details.
Section 4 describes Inportance of VNAS in DNAS in nore detail.
Section 5 tal ks about VNAS role in AAA Server for DNAS, and rest of
the sections are about other aspects of |ETF draft.

1. Cutline of the docunent

The docunent gives a high | evel overview of proposal. It then
descri bes the overall solution of interacting wth AAA Servers for
Distributed Network Access Systens by |everaging existing or adding
new Radi us attributes.

Pocha, et al. Expires June 9, 2018 [ Page 3]



I nternet-Draft Virtual NAS (VvNAS) Support for DNAS Decenber 2017

1.2. General Term nol ogy

Di stributed Network Access System (DNAS): It is a physical system
resides in Data Center or cloud of having one or nore Control -

Pl ane(CP) and/or Data-Pl ane(DP) aggregated as different/sanme network
el ement s.

Distributed Network Access Elenent (DNAE): It is logically defined
systemin a physical systemresides in DNAS which shall act as
Control - Pl ane or Dat a- Pl ane.

Virtual Machine (VM: A software inplenentation of a physical machine
that runs progranms as if they were executing on a physical, Non-
virtualized machine. Applications (generally) do not know they are
running on a VM as opposed to running on a "bare netal" host

orserver, though sone systens provide a para-virtualization
environnent that allows an operating system or application to be
aware of the presence of virtualization for optim zation purposes.

Virtual NAS (VNAS): This is a string that uniquely identifies a
Di stributed Network El ement in DNAS.

Control -Plane: A software inplenentation of a physical nachine which
known to process only control packets.

Dat a- Pl ane: A virtualized based or proprietary platform based
physi cal nmachi ne which shall process forward data packets of end-
users towards core networks and vice versa.

Aggr egated Control - Pl ane (Aggr-CP) or Proxy Control -Plane (Proxy-CP)
A software inplenmentati on of a physical machi ne, one of the DNAE

whi ch shall act as an entry or exit point for entire DNAS and
interact with AAA Server on behalf of other DNAES in a DNAS. Proxy-
CP/ Aggr-CP role is superset of control-plane.

1.3. Distributed Network Access Systens
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Figure 1. Interaction of DNAS with AAA Server

In Figure 1, DNAS is Distributed Network Access Sytem which shal
sevi ce end-users in any depl oynent nodels |ike broadband or any

cel luar or Mobile Packet Core(MPC) or Evol ved Packet Core(EPC) for
voi ce, video, data services. This DNAS shall be a Prioriety hardware
or Virtualized machine which is placed in Coud or data network
centers. [Each DNAS shall have several DNAEs which shall serve end-
users based on depl oynent nodels, these DNAEs shall act as CP-DP as
single entity or each DNAE shall act as either CP or DP. In any of
t he nodel, DNAS shall maintain centralized Control-Plane(CP) which
shall interact with AAA Server for AAA (perations and these CP shal
be called as Proxy-CP or Aggr-CP, refered in whole docunent. No. of
DNAEs in DNAS is purely depends on hardware architecture and

resour ces.

1.4. Processing Dynam c Aut hor Request in DNAS

In DNAS Architecture of consisting of several CPs to support AAA
operations for end-users and assune that there is one common CP which
act as a proxy and shall interact with AAA Server on behal f of al

CPs as nentioned in section 1.3. Under these conditions, AAA Server
may send Dynam ¢ Aut hor Request as per RFC 5716 w thout including
proper NAS-ldentifier of DNAE. These nessages shall be cunbersone
for aggregated control-plane to forward the request to respective
DNAEs and today these can be achi eved by broadcasting the nessage to
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all DNAEs. This is a bottle neck for DNAS performance on handling
Dynam ¢ Aut hor Requests. As the nessage is broadcasted to al
respective CPs, the Proxy-CP shall wait to receive responses from
respective CPs to honor the received Dynam c Aut hor Request to AAA
Server. This will provide delay for final response packet to AAA
Server, which in turn degrade the overall performance of AAA

i nteraction.

2. Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

" SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

In this docunent, these words will appear with that interpretation
only when in ALL CAPS. Lower case uses of these words are not to be
interpreted as carrying significance described in RFC 2119. 1In this
docunent, the characters ">>" preceding an indented |ine(s) indicates
a statenment using the key words |isted above. This convention aids
reviewers in quickly identifying or finding the portions of this RFC
covered by these keywords.

3. Pr obl em Ar eas

The foll ow ng subsections describe aspects of Distributed Network
Systens that pose problens for AAA Operations. Different problem
aspects may arise based on the network architecture and scal e al ong
with High Availability conditions.

3.1. AAA Qperations in DNAS

In DNAS Architectures, it?s always good to provide NAS client
information to AAA Server while perform ng AAA operations to end-
user. In current deploynment nodels, NAS-IP-Address, NAS-Port and
NAS- I dentifier are the key attributes which will specify the NAS-
Cient information. Having these attributes right from begi nning of
transactions (from Authorization/Accounting) shall help to the end-
users frombilling perspective and al so policy enforcenent.

In DNAS Architecture, the concept of NAS-ldentifier has to be

el aborated to individual DNAEs so that it can neet the
specifications. A nethodology is defined with concept of
VNAS( Vi rtual - NAS) under section [4] to deal with DNAS and section [ 6]
shall define the definition of vNAS.

For Accounting-On and Accounting-Of transactions for Node UP/ Down

failures, inclusion of NAS-lIdentifier and it?s value plays a vital
role as AAA Server shall keep Accounting records for on-goi ng end-
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3.

3.

1

1

user transactions and al so hel pful to push policies for existing
subscri bers.

1. Intimating DNAS/ DNAE status to AAA Server

Today, NAS Cient notify the status of the system UP/ DOMAN usi ng
Accounting On/ O f transactions to AAA Server to informthe system
credentials. Based on this information, AAA Server shall maintain
this information to maintain the accounting records for end-users
whenever accounting records are received fromrespective NAS-C i ent
and al so enforce the dynamc policies to NAS-Oient using Dynamc
Aut hori zati on procedures for end-users.

In a given DNAS, there is no nethodology in place to intinate DNAS/
DNAE identifiers to maintain at AAA Server |level to serve the above
said functionality fully.

2. Dealing with AAA Operations for DNAS with H gh Availability

This is a high availability scenario where nultiple DNASs are | ocated
geographically to serve end-users for AAA operations in N M
Redundancy nodel where N and M are no.of DNASs in Active-Active or
Acti ve- St andby nodel .

A systemin DNAS with high avail abl e conditions, always has to
publish systemidentifiers to AAA Server whenever HSRP redundancy
states are changed. This nechanismshall help at AAA level to serve
the NAS-Client to push dynamic policies and also to maintain the
accounting records for end-users.

There are nultiple ways of having DNASs under high avail abl e
scenari os.

In Figure-2, the DNAEs across DNAS are in redundancy node. That
means, DNAE in DNAS-1 shall have respective redundancy node i n DNAS-
2. Simlarly, Aggr-CP/ Proxy-CP of DNAS-1 shall have respective
redundancy node anot her DNAS-2. The redundancy handling of Control -
Pl ane/ Dat a- Pl ane is not going to be discussed in this draft and it?s
conpl etely inplenentati on dependent.
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Figure 2. DNAEs across DNAS in Hi gh Avail abl e Scenari os

Unl i ke Fi gure-2 DNAS Redundancy topol ogy, Figure-3 explains the
redundancy within the DNAEs as well. Were each DNAEs have several
HSRP groups which shall serve certain end-users in redundancy node
across DNAEs and DNAS. The redundancy handling of Control-Plane/
Dat a- Pl ane is not going to be discussed in this draft and it?s
conpl etely inplenentati on dependent.
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Fi gure 3. Redundancy Groups inside DNAEs across DNAS in HA Scenari os
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For all above approaches, there is no nmechanismto handling
accounting records at AAA |l evel and pushing dynam c policies across
DNAS for end-users.

The foll ow ng subsections describe aspects of D stributed Network
Systens that pose problens for AAA Operations. Different problem
aspects may arise based on the network architecture and scal e al ong
with High Availability conditions.

3.2. AAA (perations in AAA Server

AAA Server shall maintain NAS-Cient information whenever respective
NAS Clients are UP/DOMN so that it?s easy to push Dynam c Policies
and al so to nmaintain accounting records for end-users of respective
NAS-Cl i ent based on identifiers that are received as part of
Accounting On/Of messages. The sane is applicable under High
avai |l abl e conditions as explained in earlier sections.

3.2.1. Policy-Enforcenent from AAA Server

In DNAS Architecture based depl oynent nodels, enforcing policies from
AAA Server using Dynam c Authorization procedures are never be easy
as the elenents in DNAS are not nuch exposed to AAA Server. This

will restrict AAA Server to send all Dynam c Authorization request
messages to CP-Proxy of DNAS, DNAS has to broadcast those nessages to
all DNAEs in it. Since DNAS is going to take nore tine because of
broadcast to it?s DNAEs, the AAA Server will continue to retransmt
the Dynami ¢ Authorization request. This will inpact the perfornance
on interactions between AAA Server and DNAS

3.2.2. Maintaining Accounting Records on AAA Server for end-users

Mai nt ai ni ng the accounting records with respecti ve DNAS/ DNAE el enent
identifiers shall hel pful for better billing of subscriber novenent
across DNAS/ DNAE based on depl oynent nodels. This wll also hel pful
to enforce new policies based on newy recei ved DNAS/ DNAE
identifiers. Today, majority of deploynment nodels are not of DNAS
based and nostly mai ntaining accounting records are based on nas-ip-
address and nas-identifier. Nas-IP-Address is unique per DNAS and
there is no identifier to discrimnate the individual DNAEs. This
shall enforce Iimtation on AAA Server to achieve the actual
functionality in DNAS Architecture.

4. Inportance of VNAS in DNAS
VNAS is Virtual -NAS shall defined in DNAS to identify a DNAE which is

i ncluded as an attribute on perform ng authorization, authentication
and accounting transactions for end-user. This vNAS value shall help

Pocha, et al. Expires June 9, 2018 [ Page 10]



I nternet-Draft Virtual NAS (VvNAS) Support for DNAS Decenber 2017

to identifier the NAS-Client in DNAS environment for end-user so that
AAA Server operations shall be easier to operate w.r.to round-trip-
time and resource utilization.

4.1. Defining vNAS for DNAS

VNAS is Virtual -NAS shall defined in DNAS to identify a DNAE

uni quely. As defined in Figure-1, DNAS system consists of various
DNAEs which will act as control -plane and dat a-pl ane. However, there
is one element which can interact with AAA Server which is known as
Aggregated Control - Pl ane (Aggr-CP) or Proxy Control -Plane (Proxy-CP).
The Proxy-CP shall provide vNAS for each DNAE uni quely in DNAS

envi ronment whenever the DNAE is spawned/ booting-tinme. Proxy-CP
shall maintain the vNAS Tabl e of havi ng mappi ng bet ween vNAS vs DNAEs
so that all AAA operations shall be unicasted to respective DNAE
based on VNAS tabl e | ookup for a received VNAS val ue.

The ai m of defining or generation of vNAS shoul d be uni que for each
DNAE as this VNAS val ue shall be included in Radius NAS-ldentifier of
Radi us nessages. The generation of vNAS on Proxy-CP shall be done in
many ways and shall vary from depl oynent nodels. The follow ng are

f ewer approaches of generating the vNAS for DNAE

1) Usi ng DNAE nam ng conventions used in DNAS. 2) Using DNAE bit
mappi ng. 3) Using DNAE Name + Boot-up TinmeStanp 4) Usi ng DNAS Nane +
DNAE Nanme + Boot-Up Tinestanp. 5) Using DNAS Nane + DNAE Nane +
Group-1d

The approach (1), (2) and (3) shall provide uniqueness within the
system but not across DNASs. Approach (4) shall provide uni queness
across DNAS where AAA Server also shall identify the entire DNAE
information in DNAS environnent. Approach (5) shall provide vNAS
uni queness across DNAS for high availability cases where each G oup-
Id represents on Group when DNAEs have nultiple Goups in it under
hi gh availability cases.

Approach-1, Aggr-CP/ Proxy-CP DNAS shall generate DNAE nanme while
spawni ng the DNAE in DNAS environnment and maintain the strict mapping
internally on Aggr-CP/ Proxy-CP. This solution shall work for

st andal one systens.

Approach-2, There is no nam ng convention here. 1t?s nore of I|ike
how t he dynam c/static bit mapping i s maintained at Aggr-CP/ Proxy-CP
whenever DNAE boots up. This solution shall work for standal one
systens.
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Appr oach-3, Aggr-CP/ Proxy-CP of DNAS shall generate DNAE nane al ong
with Boot-UP tinestanp. This shall provide nore uni queness within
DNAS and good for standal one systens only.

Appr oach-4, Aggr-CP/ Proxy-CP of DNAS shall generate DNAE nane by
consi dering the DNAS nane along with Boot-UP tinestanp of DNAE. This
shal | provide nore uni queness across DNAS and is perfect for
Redundancy nodel s across DNAS (as defined in Figure-2).

Approach-5, This use case is special use case as defined in Figure-3.
Aggr - CP/ Proxy- CP of DNAS shall generate vNAS by consi deri ng DNAS
name, DNAE nane and HSRP G oup-nane which shall provide nore

uni queness across DNAS and is perfect for Redundancy nodel s across
DNAS

The ultimate goal of generating VNAS is to have nore uni queness
across DNAS where nultiple DNAS are deployed in a network to provide
services to end-users.

Based on approaches defined and network topol ogy conditions, let the
Centralized Configuration Manager provides unique VNAS to DNAES in
DNAS usi ng Net Conf/ Yang.

The vNAS identifier value shall include in NAS-ldentifier as defined
in [4]. The generation of vNAS should fit the I ength values of NAS-
I dentifier.

4.2. VNAS for AAA Operations

DNAS shal | perform AAA Operations for end-user by sending

aut henti cati on, accounting nessages. In all these nessages, DNAS
shal I include NAS-1P-Address and NAS-ldentifier. In a given DNAS
system there are multiple ways of interacting with AAA Server.

One of the way is, individual DNAEs shall send triggers for AAA
operations internally to Proxy-CP and Proxy-CP shall send out AAA
Messages after including nas-ip-address and vNAS Identifier. In this
case, DNAEs are not exposed with AAA configuration paranmeters and
conpl ete owns of AAA nessages transactions are well taken care by
Proxy-CP only.

Anot her way of sending nessages are, individual DNAEsS AAA
configuration i.e., DNAEs are aware of NAS-I|P-Address of DNAS and AAA
Server information. This will help DNAEs to include NAS-IP-Address
and VNAS as NAS-Identifier in AAA nessages. |In this case the

conpl ete ownership of AAA nessage transactions are taken by

i ndi vi dual DNAEs except Dynam c- Aut hori zati on-Requests which wll be
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dealt in section 4.3. Holding unique NAS-IP-Address by each DNAE is
rul ed out in DNAS environnent.

4.3. VvNAS for Dynam c Aut hor Request Processing

AAA Server shall use Dynam c Aut hor Requests end-user to intimate
session termnation by sendi ng D sconnect - Request or pushing dynam c-
policies or other nmuch needed interimsession information by sending
Change- O - Aut hori zation to NAS-Client where the end-user AAA cont ext
is maintained which is as per [9].

Based on sections 4.2 and 5, AAA Server shall include vNAS values in
NAS- I dentifier of Dynam c- Aut hori zati on- Request nessage for end-user
which are targeted to DNAEs | ocated in DNAS where the end-user AAA
Context is maintained so that request shall be processed. Since, the
DNAEs doesn?t have direct interaction with AAA Server and vice versa
? the dynam c-aut hor request nessages shall sent to Proxy-CP of DNAS.
The DNAS of Proxy-CP shall process the received request and | ook for
NAS- I dentifier value which is nothing but vNAS val ue. Proxy-CP
Search for VvNAS table to match the vNAS val ue for fetching the DNAE
so that the request shall be unicasted internally to respective DNAE

There are several ways of handling Dynam c- Aut hor Request at Proxy-CP
on DNAS. One of the approach is, Proxy-CP shall act as a nessage

di spatcher to DNAE after VvNAS | ookup where proxy-cp shall not

mai ntai n any nmessage transaction. DNAE shall respond back to DNAS as
defined in section 4.2 via Proxy-CP or directly to AAA Server. Any
del ay of processing Proxy-CP shall keep forwarding any retransnmtted
nessages

Anot her approach is, Proxy-CP can maintain the nessage context so
that the DNAE shall respond with status of nessage to Proxy-CP and
Proxy-CP shall send final response to AAA Server. Proxy-CP of DNAS
will trigger an internal timer to wait for response nessage from
DNAE. And al so, DNAS shall silently drop any retransmtted nessages
received from AAA Server in this duration.

4.4. Dealing with vNAS for DNAS under Hi gh Avail abl e Scenari os

Under high availability scenarios defined in section 3.1.3, where
multiple DNASs are | ocated geographically to serve end-users for AAA
operations in N. M Redundancy nodel where N and M are no.of DNASs are
in Active-Active or Active-Standby nodel

A systemin DNAS with high available conditions, always has to

publish systemidentifiers to AAA Server whenever HSRP redundancy
states are changed. This nechanism shall help at AAA level to serve

Pocha, et al. Expires June 9, 2018 [ Page 13]



I nternet-Draft Virtual NAS (VvNAS) Support for DNAS Decenber 2017

the NAS-Client to push dynam c policies and also to maintain the
accounting records for end-users.

Under high avail able conditions, DNAS shall have different NAS-IP-
Address unl ess the AAA Server are connected core links. For any
depl oynent case, AAA Servers are not exposed to core-link and hence,
t he Active/ Standby DNAS shall have different NAS-1P-Address.
Whenever sw tchover happened, OLD DNAS and respective DNAES in it
shall send Accounting-Of and Accounting- Request with Acct- Status-
Type STOP for individual end-users to close outstandi ng accounting
transactions. Simlarly, the new DNAS and respective DNAES role is
exchanged i.e., Standby -> Active. The new DNAS and respective DNAEs
state start sending Accounting-On and Accounti ng- Request with Acct-
St at us- Type START for individual end-users to open accounting
transacti ons.

Updati ng the NAS-1P-Address in DNAS and vNAS of DNAEs with AAA Server
are very inport in Hgh Availability scenarios, this shall help to
push Dynam c-policies to new DNAEs directly for end-users.

5. VvNAS role in AAA Server for DNAS

AAA Server shall maintain NAS-Cient information whenever respective
NAS Clients are UP/ DOMN by receiving Accounting On/Of nmessages, so

that it is easy to maintain accounting records for end-users bel ong

to that particul ar DNAE

AAA Server nust record the Accounting Records by mapping the NAS-1P-
Address and NAS-Identifier (vNAS val ue) of each end-user received
from NAS-Cient based. This approach shall help to push dynam c-
policies for end-user by including VNAS in Dynam c- Aut hori zati on
nmessages towards DNAE which are part of DNAS. The follow ng cases
requires to update the information,

- Whenever NAS-Client (DNAE) is UP/DOMN in a given DNAS. - DNASs and
DNAEs are | ocated geographically in HSRP environnent.

Earlier, whenever NAS-Client is going down is capable of sending
Accounting Of or individual end-user Accounting Request wi th Acct-
Status-Type with STOP to AAA Server. And al so, Wienever NAS-dient
is going down or Redundancy Rol es are changed, old NAS-Client is
going to send Accounting Of and New NAS-Client is going to send
Accounti ng- On nessages. |In redundancy rol e exchange, old NAS-Cd i ent
is used to generate Accounting-Request with Acct-Status-Type as STOP
and new NAS-Cient shall generate Accounting-Request with Acct-

St at us- Type as START for end-user accounting transactions. This is
how AAA can cl ose earlier transactions and maintain new transactions
for end-user under HSRP scenari os.
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10.

Accounting O f nmessages are having significance role whenever NAS-
Client is DONW, this shall eventually help AAA Server to cl ose al

out st andi ng accounting transactions records that are naintai ned for
end-users fromeach NAS-Client and with this approach, old NAS-d i ent
no need to generate Accounting-Request with Acct-Status-Type with
STOP for individual end-users.

For mal Synt ax

The foll owi ng syntax specification uses the augnmented Backus- Naur
Form (BNF) as described in RFC 2234 [ RFC2234].
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This tenplate was derived froman initial version witten by Pekka
Savol a and contributed by himto the xnm 2rfc project.

| ANA Consi der ati ons

VNAS is a Virtual -NAS defined for DNAS and shall |everage the

exi sting Radius NAS-ldentifier attribute to include the vNAS val ue in
Radi us Messages. Based on review, nay define a new attribute for
VNAS i n Radi us Protocol .

Security Consi derations

Because this docunent describes the probl em space associated with the
need for virtualization of networks in conplex, |arge-scale, data-
center networks, it does not itself introduce any security risks.
However, it is clear that security concerns need to be a

consi deration of any sol utions proposed to address this problem
space. Solutions will need to address both data-plane and control -

pl ane security concerns.
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