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Abstract

Thi s docunent describes the procedures and recomendati ons for
Virtual Private LAN Service (VPLS) Provider Edges (PEs) to facilitate
replication of nulticast traffic to only certain ports (behind which
there are interested Protocol |ndependent Multicast (PIM routers
and/ or Internet G oup Managenent Protocol (IGW) hosts) via PIM
snoopi ng and proxyi ng.

Wth PIM snooping, PEs passively listen to certain PIMcontrol
nmessages to build control and forwarding states while transparently
fl oodi ng those nmessages. Wth PIM proxying, PEs do not flood PIM
Joi n/ Prune nessages but only generate their own and send them out of
certain ports, based on the control states built from downstream
Joi n/ Prune nessages. PIM proxying is required when PIM Join
suppression is enabled on the Custoner Edge (CE) devices and is
useful for reducing PIMcontrol traffic in a VPLS donain.

Thi s docunent al so describes PIMrelay, which can be viewed as
i ght wei ght proxying, where all downstream Joi n/ Prune nessages are
sinmply forwarded out of certain ports and are not flooded, thereby
avoi ding the triggering of PIMJoin suppression on CE devi ces.
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1. Introduction

In the Virtual Private LAN Service (VPLS), the Provider Edge (PE)
devi ces provide a | ogical interconnect such that Custoner Edge (CE)
devi ces belonging to a specific VPLS instance appear to be connected
by a single LAN. The Forwarding Information Base (FIB) for a VPLS

i nstance i s popul ated dynam cally by Media Access Control (MAC)
address learning. Once a unicast MAC address is |earned and
associated with a particular Attachment Circuit (AC) or pseudowi re
(PW, a frame destined to that MAC address only needs to be sent on
that AC or PW

For a frame not addressed to a known unicast MAC address, flooding
has to be used. This happens with the followi ng so-called "BUM
(Broadcast, Unknown Unicast, and Milticast) traffic:

o B: The destination MAC address is a broadcast address.
o U The destination MAC address i s unknown (has not been | earned).
o0 M The destination MAC address is a nmulticast address.

Mul ticast franmes are flooded because a PE cannot know where
correspondi ng nmulticast group nenbers reside. VPLS solutions

(RFC 4762 [VPLS-LDP] and RFC 4761 [VPLS-BGP]) performreplication for
nmulticast traffic at the ingress PE devices. As stated in the VPLS
Mul ticast Requirerments docunment (RFC 5501 [VPLS-MCAST-REQ ), there
are two issues with VPLS nulticast today:

1. Milticast traffic is replicated to non-nenber sites.

2. Milticast traffic my be replicated when several PW share a
physi cal path.

I ssue 1 can be solved by multicast snooping -- PEs learn sites with
nmul ticast group menbers by snooping nmulticast protocol contro
nessages on ACs and forward IP nulticast traffic only to nenber
sites. This docunent describes the procedures to achieve this when
CE devices are PI M adj acenci es of each other. |Issue 2 is outside the
scope of this docunment and is discussed in RFC 7117 [VPLS- MCAST] .

Wil e descriptions in this docunent are in the context of the VPLS,
the procedures also apply to regular Layer 2 swtches interconnected
by physical connections, except that the PWrel ated concepts and
procedures do not apply in that case.
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1.1. Milticast Snooping in VPLS

| GWP snoopi ng procedures described in RFC 4541 [| GWP- SNOOP] nake sure
that IP nulticast traffic is only sent on the follow ng:

0 ACs connecting to hosts that report related group nmenbership
0 ACs connecting to routers that join related multicast groups
o PW connecting to rembte PEs that have the above-described ACs

Note that traffic is always sent on ports that have point-to-point
connections to routers that are attached to a LAN on which there is
at | east one other router. Because | GW snoopi ng al one cannot
determine if there are interested receivers beyond those routers, we
al ways need to send traffic to these ports, even if there are no
snooped group nenberships. To further restrict traffic sent to those
routers, PlIM snooping can be used. This docunent describes the
procedures for PIM snooping, including rules for when both | GW and
Pl M snoopi ng are enabled in a VPLS instance; see Sections 2.8 and
2.11 for details.

Note that for both 1GW and PIM the term "snooping" is used |oosely,
referring to the fact that a Layer 2 device peeks into Layer 3
routing protocol mnmessages to build relevant control and forwarding
states. Depending on whether the control nessages are transparently
fl ooded, selectively forwarded, or aggregated, the processing may be
cal l ed "snoopi ng" or "proxying" in different contexts.

W will use the term"PIMsnooping" in this docunent; however, unless
explicitly noted otherwi se, the procedures apply equally to PIM
snoopi ng and PI M proxying. The procedures specific to PIM proxying
are described in Section 2.6.6. Differences that need to be observed
whil e i npl enenting one or the other and recomendati ons on which
method to employ in different scenarios are noted in Section 2.4.

Thi s docunent al so describes PIMrelay, which can be viewed as

i ghtweight PIMproxying. Unless explicitly noted otherwise, in the
rest of this document proxying inmplicitly includes relay as well.

Pl ease refer to Section 2.4.1 for an overview of the differences

bet ween snoopi ng, proxying, and relay.
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1.2. Assunptions

Thi s docunent assumes that the reader has a good understandi ng of the

PI M protocols. To help correlate the concepts and make the text

easier to follow, this docunent is witten in the same style as the

foll owi ng PI M RFCs:

o RFC 3973 [PIM DM

o RFC 4607 [Pl M SSM

o RFC 5015 [BIDR-PIM

0 RFC 5384 [JO N-ATTR]

o RFC 7761 [PIM SM

In order to avoid replicating text related to PIM protocol handling

fromthe PIMRFCs, this docurment cross-references correspondi ng

definitions and procedures in those RFCs. Deviations in protocol

handl i ng specific to PI M snooping are specified in this docunent.

1.3. Definitions

There are several definitions referenced in this docunent that are

wel | described in the following PIM RFCs: RFC 3973 [PIM DM, RFC 5015

[BIDR-PIM, and RFC 7761 [PIMSM . The follow ng definitions and

abbrevi ati ons are used throughout this docunent:

o Aport is defined as either an AC or a PW

o Wen we say that a PIM nessage is received on a PE port, it means
that the PE is processing the message for snoopi ng/ proxying or
rel ayi ng.

Abbrevi ations used in this docunent:

o S: IP address of the multicast source.

o G |P address of the multicast group.

o N Upstream Nei ghbor field in a Join/Prune/Graft nessage.

o Port(N: Port on which neighbor Nis learned, i.e., the port on
which N's Hellos are received.

o rpt: Rendezvous Point Tree.
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2.

2.

o PIMDM Protocol Independent Milticast - Dense Mode.
o PIMSM Protocol |Independent Milticast - Sparse Mde.

o PIMSSM Protocol |Independent Milticast - Source-Specific
Mul ticast.

4. Requirenents Language

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunent are to be interpreted as described in
BCP 14 [ RFC2119] [ RFCB174] when, and only when, they appear in all
capitals, as shown here.

Pl M Snoopi ng for VPLS
1. PIMProtocol Background

PIMis a multicast routing protocol running between routers, which
are CE devices in a VPLS. It uses the unicast routing table to

provi de reverse-path information for building multicast trees. There
are a few variants of PIM As described in RFC 3973 [PI M DM,

nmul ticast datagrans are pushed towards downstream nei ghbors, simlar
to a broadcast nmechanism but in areas of the network where there are
no group nenbers, routers prune back branches of the nulticast tree
towards the source. Unlike PIMDM other PIMflavors (RFC 7761
[PIMSM, RFC 4607 [PIMSSM, and RFC 5015 [BIDIR-PIM) enploy a pull
nmet hodol ogy via explicit Joins instead of the push-and-prune

t echni que.

PIMrouters periodically exchange Hell o nessages to di scover and

mai ntain stateful sessions with neighbors. After neighbors are

di scovered, PIMrouters can signal their intentions to join or prune
specific nulticast groups. This is acconplished by having downstream
routers send an explicit Join/Prune nessage (for the sake of
generalization, consider Gaft nmessages for PIM DM as Join nessages)
to their correspondi ng upstreamrouter. The Join/Prune nmessage can
be group specific (*,G or group and source specific (S, Q.
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2.

2.

2.

2.

General Rules for PIM Snooping in VPLS

The following rules for the correct operation of PIM snooping MIJST be
fol |l oned.

o PIM snooping MUST NOT affect the operation of custoner Layer 2
protocols or Layer 3 protocols.

o PIMnessages and nulticast data traffic forwarded by PEs MJST
follow the split-horizon rule for nesh PW, as defined in RFC 4762
[ VPLS- LDP] .

o PIMstates in a PE MUST be per VPLS instance.

o PIMAssert triggers MJST be preserved to the extent necessary to
avoi d sending duplicate traffic to the sane PE (see
Section 2.2.1).

1. Preserving Assert Triggers

In PPMSM/ PIMDM there are scenarios where multiple routers could
be forwarding the same nulticast traffic on a LAN. Wen this
happens, these routers start the PIM Assert el ection process by
sendi ng PIM Assert nessages, to ensure that only the Assert w nner
forwards nulticast traffic on the LAN. The Assert election is a

dat a-driven event and happens only if a router sees traffic on the
interface to which it should be forwarding the traffic. In the case
of a VPLS with PI M snooping, two routers may forward the sane

mul ticast datagrans at the same tinme, but each copy may reach a
different set of PEs; this is acceptable fromthe point of view of
avoi ding duplicate traffic. |If the two copies nmay reach the sane PE,
then the sending routers nust be able to see each other’s traffic, in
order to trigger Assert election and stop duplicate traffic. To

achi eve that, PEs enabled with PIM SSM/ Pl M SM snoopi ng MJST forward
multicast traffic for an (S,G / (*,G not only on the ports on which
they snooped Join(S, G / Join(*, G but also towards the upstream

nei ghbor(s). |In other words, the ports on which the upstream

nei ghbors are | earned nust be added to the outgoing port |ist, along
with the ports on which Joins are snooped. Please refer to

Section 2.6.1 for the rules that determ ne the set of upstream

nei ghbors for a particular (x,Q.

Simlarly, PIMDM snooping SHOULD nake sure that Asserts can be
triggered (Section 2.9.3).

Dornon, et al. I nf or mati onal [ Page 8]



RFC 8220 Pl M Snoopi ng Sept ember 2017

The above | ogic needs to be facilitated w thout breaking VPLS
split-horizon forwarding rules. That is, traffic should not be
forwarded on the port on which it was received, and traffic arriving
on a PWMJST NOT be forwarded onto other PWSs).

2.3. Sone Considerations for PIM Snoopi ng

The PI M snoopi ng sol ution described here requires a PE to exam ne and
operate on only PIM Hello and PI M Joi n/ Prune packets. The PE
does not need to exani ne any other PIM packets.

Most of the PIM snooping procedures for handling Hello/Join/Prune
nessages are very simlar to those executed in a PIMrouter.

However, the PE does not need to have any routing tables |ike those
required in PIMrouting. It knows how to forward Join/Prune nmessages
only by | ooking at the Upstream Nei ghbor field in the Join/Prune
packets, as described in Section 2.12.

The PE does not need to know about Rendezvous Points (RPs) and
does not have to naintain any RP Set. Al of that is transparent to
a PI M snoopi ng PE

In the follow ng subsections, we |ist sone considerations and
observations for the inplenmentation of PIMsnooping in the VPLS.

2.3.1. Scaling

Pl M snoopi hg needs to be enpl oyed on ACs at the downstream PEs (PEs
receiving nulticast traffic across the VPLS core) to prevent traffic
frombeing sent out of ACs unnecessarily. PIM snooping techniques
can al so be enpl oyed on PW at the upstream PEs (PEs receiving
traffic fromlocal ACs in a hierarchical VPLS) to prevent traffic
frombeing sent to PEs unnecessarily. This may work well for
smal | -scal e or medi um scal e depl oynments. However, if there are a

| arge nunmber of VPLS instances with a | arge nunber of PEs per

i nstance, then the anpbunt of snooping required at the upstream PEs
can overwhel mthe upstream PEs.

There are two nethods to reduce the burden on the upstream PEs. One
is to use PIMproxying, as described in Section 2.6.6, to reduce the
control messages forwarded by a PE. The other is not to snoop on the
PW at all but to have PEs signal the snooped states to other PEs out
of band via BGP, as described in RFC 7117 [VPLS-MCAST]. In this
docunent, it is assuned that snooping is performed on PW.
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2.3.2. |1Pv4 and | Pv6

In the VPLS, PEs forward Ethernet franes received from CEs and as
such are agnostic of the Layer 3 protocol used by the CEs. However,
as a PI M snooping PE, the PE would have to | ook deeper into the IP
and PI M packets and build snooping state based on that. The PIM
protocol specifications handle both IPv4 and I Pv6. The specification
for PIMsnooping in this docunent can be applied to both |IPv4 and

| Pv6 payl oads.

2.3.3. PIMSM (*,*, RP)

Thi s docunent does not address (*,*, RP) states in the VPLS network,
as they have been renoved fromthe PIM protocol as described in
RFC 7761 [PIM SM .

2.4. PIM Snooping vs. PI M Proxying

Thi s docunent has previously alluded to Pl M snoopi ng/relay/proxying.
Details on the PIMrelay/proxying solution are discussed in

Section 2.6.6. In this section, a brief description and conparison
are given.

2.4.1. Differences between PI M Snoopi ng, Relay, and Proxying

Di fferences between PIM snooping and rel ay/ proxyi ng can be sunmari zed
as follows:

snooped and fl ooded| snooped; forwarded consunmed. Regenerated

according to VPLS | as is out of certain

|
. . | ===
Joi n/ Prune nessages| Joi n/Prune nessages | Join/Prune nessages
|
| ones sent out of |
|

fl oodi ng procedures| upstream ports certain upstream ports|

|

|

|

|

o e e e e e oo T o e e e e e e a oo +
| Hello nessages | Hello nessages | Hello nessages |

| snooped and fl ooded| snooped and fl ooded | snooped and fl ooded

| according to VPLS | according to VPLS | according to VPLS |

| flooding procedures| flooding procedures | flooding procedures

o e e e oo T o e e e e e +
| No PIM packets | No PIM packets | New Joi n/Prune

| generated | generated | messages generated

o e e e e o e e e e e oo o e e e e i o +
| CE Join suppression| CE Join suppression | CE Join suppression

| not all owed | all owed | all owed |

o e e e oo T o e e e e e +
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O her than the above differences, nost of the procedures are comopn
to PI M snoopi ng and PI M rel ay/ proxyi ng, unless specifically stated
ot herw se.

Pure PI M snooping PEs sinmply snoop on PI M packets as they are being
forwarded in the VPLS. As such, they truly provide transparent LAN
services, since no custoner packets are nodified or consunmed nor are
new packets introduced in the VPLS. It is also sinpler to inplenent
than PI M proxying. However, for PIMsnooping to work correctly, it
is a requirement that CE routers MJST disable Join suppression in the
VPLS. O herw se, nost of the CE routers with interest in a given
nulticast data streamw ||l fail to send Join/Prune nmessages for that
stream and the PEs will not be able to tell which ACs and/or PW
have listeners for that stream

G ven that a | arge nunmber of existing CE deployments do not support
the di sabling of Join suppression and given the operationa

conplexity for a provider to nanage the disabling of Join suppression
inthe VPLS, it becones a difficult solution to deploy. Another

di sadvantage of PIM snooping is that it does not scale as well as PIM
proxying. |If there are a large nunber of CEs in a VPLS, then every
CE will see every other CE s Join/Prune nmessages.

Pl M rel ay/ proxyi ng has the advantage that it does not require Join
suppression to be disabled in the VPLS. Milticast as part of a VPLS
can be very easily provided w thout requiring any changes on the CE
routers. PIMrelay/proxying hel ps scale VPLS multicast, since
Joi n/ Prune nessages are only sent to certain upstream ports instead
of flooded, and in cases of full proxying (vs. relay), the PEs
intelligently generate only one Join/Prune nessage for a given

mul ticast stream

Pl M proxyi ng, however, |oses the transparency argunent, since
Joi n/ Prune packets could get nodified or even consuned at a PE

Al so, new packets could get introduced in the VPLS. However, this

| oss of transparency is limted to PIM Join/Prune packets. It is in
the interest of optimzing multicast in the VPLS and hel ping a VPLS
network scal e much better, for both the provider and the custoner.
Data traffic will still be conpletely transparent.

2.4.2. PIM Control Message Latency
A PI M snoopi ng/ rel ay/ proxyi ng PE snoops on PIM Hell o packets while
transparently flooding themin the VPLS. As such, there is no

l atency introduced by the VPLS in the delivery of PIMHello packets
to renote CEs in the VPLS
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A PI M snoopi ng PE snoops on PI M Joi n/ Prune packets while
transparently flooding themin the VPLS. There is no |atency

i ntroduced by the VPLS in the delivery of PIM Join/Prune packets when
Pl M snoopi ng i s enpl oyed.

A PIMrel ay/ proxyi ng PE does not sinmply flood PIM Joi n/ Prune packets.
This can result in additional l|atency for a downstream CE to receive
mul ticast traffic after it has sent a Join. Wen a downstream CE
prunes a multicast stream the traffic SHOULD stop flowing to the CE
with no additional |atency introduced by the VPLS.

Perform ng only proxying of Join/Prune and not Hell o nessages keeps
the PE's behavior very simlar to that of a PIMrouter, wthout

i ntroduci ng too much additional conmplexity. It keeps the PIM
proxying solution fairly sinple. Since Join/Prune nmessages are
forwarded by a PE along the slow path and all other PIM packet types
are forwarded along the fast path, it is very likely that packets
forwarded along the fast path will arrive "ahead" of Join/Prune
packets at a CE router (note the stress on the fact that fast-path
nmessages will never arrive after Join/Prune packets). O particular
i nportance are Hell o packets sent along the fast path. W can
construct a variety of scenarios resulting in out-of-order delivery
of Hellos and Joi n/ Prune nessages. However, there should be no

devi ation from normal expected behavi or observed at the CE router
recei ving these nessages out of order

2.4.3. Wen to Snoop and Wen to Proxy

From t he above descriptions, factors that affect the choice of
snoopi ng/ r el ay/ proxyi ng i ncl ude:

o Wiether CEs do Join suppression or not
o Wiether Join/Prune latency is critical or not

o Wiether the scale of PIMprotocol nessages/states in a VPLS
requires the scaling benefit of proxying

O the above factors, Join suppression is the hard one -- pure
snoopi ng can only be used when Join suppression is disabled on al
CEs. The latency associated with relay/proxying is inplementation
dependent and may not be a concern at all with a particul ar

i npl enentation. The scaling benefit may not be inportant either
in that on a real LANwith Explicit Tracking (ET) a PIMrouter will
need to receive and process all PIM Join/Prune nessages as wel|.
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A PIMrouter indicates that Join suppression is disabled if the T-bit
is set in the LAN Prune Delay option of its Hello nmessage. |If al
PIMrouters on a LAN set the T-bit, ET is possible, allow ng an
upstreamrouter to track all the downstream nei ghbors that have Join
states for any (S, QG or (*,G. This has two benefits:

o No need for the Prune-Pending process -- the upstreamrouter nay
i medi ately stop forwarding data when it receives a Prune fromthe
| ast downstream nei ghbor and i mediately prune to its upstream
nei ghbor .

o For nmnagenent purposes, the upstreamrouter knows exactly which
downstreamrouters exist for a particular Join state.

While full proxying can be used with or wi thout Join suppression on
CEs and does not interfere with an upstream CE s bypass of the
Prune- Pendi ng process, it does proxy all its downstream CEs as a
singl e one to the upstream nei ghbors, renoving the second benefit
nmenti oned above.

Therefore, the general rule is that if Join suppression is enabled on
one or nore CEs, then proxying or relay MJST be used, but if Join
suppression is known to be disabled on all CEs, then snooping, relay,
or proxying MAY be used, while snooping or relay SHOULD be used.
An i npl enent ati on MAY choose to dynamically determ ne which node to
use, through the tracking of the above-nentioned T-bit in all snooped
PI M Hel |l o nessages, or MAY sinply require static provisioning

2.5. Discovering PI M Routers
A PI M snoopi ng PE MJUST snoop on PIM Hellos received on ACs and PW.
That is, the PE transparently floods the PIMHello while snooping on
it. PIMHellos are used by the snooping PE to discover PIMrouters
and their characteristics.

For each nei ghbor discovered by a PE, it includes an entry in the PIM
Nei ghbor Dat abase with the follow ng fields:

o Layer 2 encapsulation for the router sending the PIM Hello.
o |P address and address fanmly of the router sending the PIM Hell o.
o Port (ACPW on which the PIMHell o was received.

0o Hello Option fields.
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The PE should be able to interpret and act on Hello Option fields as
currently defined in RFC 7761 [PIMSM. The Option fields of
particular interest in this docunment are:

o Hello-Hold-Tinme
o Tracki ng Support
o Designated Router (DR) Priority

Pl ease refer to RFC 7761 [PIMSM for a list of the Hello Option
fields. Wien a PIMHello is received, the PE MIST reset the

nei ghbor-expiry-tiner to Hello-Hold-Tinme. |f a PE does not receive a
Hell o nmessage froma router within Hello-Hold-Tine, the PE MUST
renove that neighbor fromits PIM Neighbor Database. |f a PE
receives a Hello message froma router with the Hell o-Hol d-Ti me val ue
set to zero, the PE MJUST renove that router fromthe PIM snooping
state i medi ately.

Fromthe PI M Nei ghbor Database, a PE MJST be able to use the
procedures defined in RFC 7761 [PIMSM to identify the PPMDR in the
VPLS instance. It should also be able to determine if tracking
support is active in the VPLS instance.

2.6. PIMSMand Pl M SSM

The key characteristic of PIMSMand PIMSSMis explicit Join
behavior. In this nmodel, nulticast traffic is only forwarded to

| ocations that specifically request it. Al the procedures described
in this section apply to both PIM SM and PI M SSM except for the fact
that there is no (*, @ state in Pl M SSM
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2.6.1. Building PIMSM States

Pl M SM and PI M SSM states are built by snooping on the PIM SM
Joi n/ Prune nessages recei ved on ACs/ PW§.

The downstream state machi ne of a PI M SM snoopi ng PE very cl osely
resenbl es the downstream state nachine of PIMSMrouters. The
downstream state consi sts of:

Per downstream (Port,*, G :

o DownstreamJPState: One of {"Nolnfo" (N), "Join" (J),
"Prune- Pendi ng" (PP)}

Per downstream (Port,*, G N):

0 Prune-Pending Tinmer (PPT(N))
o Join Expiry Timer (ET(N))
Per downstream (Port, S, §:

o DownstreamJPState: One of {"Nolnfo" (N), "Join" (J),
"Prune- Pendi ng" (PP)}

Per downstream (Port,S, G N):
0 Prune-Pending Tinmer (PPT(N))
o Join Expiry Timer (ET(N))
Per downstream (Port,S, G rpt):

o DownstreamJPRpt State: One of {"Nolnfo" (N), "Pruned" (P),
"Prune- Pendi ng" (PP)}

Per downstream (Port,S, G rpt,N):

0 Prune-Pending Tinmer (PPT(N))

o Join Expiry Tinmer (ET(N))

where S is the address of the multicast source, Gis the group

address, and N is the Upstream Nei ghbor field in the Join/Prune
nmessage.
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Note that unlike the case of PIMSMrouters, where the PPT and ET are
per (Interface,S, G, PIMsnooping PEs have to maintain the PPT and ET
per (Port,S,GN. The reasons for this are explained in

Section 2.6. 2.

Apart fromthe above states, we define the followi ng state
summari zati on nacros:

Upst reamNei ghbors(*,§: |If there are one or nmore Join(*,Gs received
on any port w th upstream nei ghbor N and ET(N) is active, then N
is added to UpstreamNei ghbors(*,@. This set is used to determ ne
if aJdoin(*,G or a Prune(*, G w th upstream nei ghbor N needs to
be sent upstream

Upst reamNei ghbors(S,G: |If there are one or nmore Join(S, Gs received
on any port w th upstream nei ghbor N and ET(N) is active, then N
is added to UpstreamNei ghbors(S, Q. This set is used to determ ne
if aJdoin(S, G or a Prune(S,G wth upstream nei ghbor N needs to
be sent upstream

UpstreanPorts(*,G: This is the set of all Port(N) ports where Nis
in the set UpstreanNei ghbors(*,G. Milticast streans forwarded
using a (*, G match MJST be forwarded to these ports. So,
UpstreanPorts(*, G MJST be added to QutgoingPortList(*, G.

UpstreanPorts(S,G: This is the set of all Port(N) ports where Nis
in the set UpstreanNei ghbors(S, G. UpstreanPorts(S, G MJIST be
added to Qutgoi ngPortList(S, Q.

I nheritedUpstreanPorts(S,G: This is the union of UpstreanPorts(S, G
and UpstreanPorts(*, Q.

UpstreanPorts(S, Grpt): |f PruneDesired(S, Grpt) beconmes TRUE, then
this set is set to UpstreanPorts(*,G. Oherwise, this set is
enpty. UpstreanPorts(*, G (-) UpstreanPorts(S, Grpt) MIST be
added to QutgoingPortList(S,G.

UpstreanPorts(Q@: This set is the union of all the
UpstreanPorts(S, G and UpstreanPorts(*, G for a given G  Proxy
(S, G Join/Prune and (*, QG Join/Prune nessages MJST be sent to a
subset of UpstreanPorts(G as specified in Section 2.6.6.1.

PWPorts: This is the set of all PWs.
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Qut goi ngPortList(*,Q: This is the set of all ports to which traffic
needs to be forwarded on a (*, G match.

Qut goi ngPortList(S,G: This is the set of all ports to which traffic
needs to be forwarded on an (S, G match.

See Section 2.12 ("Data-Forwarding Rules") for the specification on
how Qut goi ngPortLi st is calcul ated.

NunETsActive(Port,*, G: This is the nunber of (Port,*, GN) entries
that have the Expiry Timer running. This nmacro keeps track of the
nunber of Join(*,Gs that are received on this Port with different
upstream nei ghbors.

NunETsActive(Port, S, G: This is the nunber of (Port,S G N entries
that have the Expiry Timer running. This nacro keeps track of the
nunber of Join(S, Gs that are received on this Port with different
upstream nei ghbors.

Joi nAttributeTlvs(*,G: Join Attributes (RFC 5384 [JO N-ATTR]) are
TLVs that may be present in received Join(*, G nessages. An
exanpl e woul d be Reverse Path Forwardi ng (RPF) Vectors (RFC 5496
[ RPF-VECTOR] ). If present, they nmust be copied to
Joi nAttributeTlvs(*, G.

Joi nAttributeTlvs(S, G: Join Attributes (RFC 5384 [JON-ATTR]) are
TLVs that may be present in received Join(S, G nessages. |If
present, they nmust be copied to JoinAttributeTlvs(S, G.

Since there are a few differences between the downstream state
machi nes of PIM SMrouters and Pl M SM snoopi ng PEs, we specify the
details of the downstream state machi ne of Pl M SM snoopi ng PEs, at
the risk of repeating nost of the text documented in RFC 7761
[PIMSM.

2.6.2. Explanation for Per-(S,GN) States

In PIMrouting protocols, states are built per (S,G. On a router,
an (S,G has only one RPF-Nei ghbor. However, a PIM snoopi ng PE

does not have the Layer 3 routing information available to the
routers in order to determ ne the RPF-Neighbor for a multicast flow.
It nerely discovers it by snooping the Join/Prune nessage. A PE

coul d have snooped on two or nore different Join/Prune nessages for
the same (S, G that could have carried different Upstream Nei ghbor
fields. This could happen during transient network conditions or due
to dual - hormed sources. A PE cannot make assunptions on which one to
pi ck but instead nmust allow the CE routers to deci de which upstream
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nei ghbor gets el ected as the RPF-Nei ghbor. And for this purpose,
the PE will have to track downstream and upstream Joi ns and Prunes

per (S,GN).
2.6.3. Receiving (*, G PIMSM Join/Prune Messages

A Join(*, Q@ or Prune(*, QG is considered "received" if one of the
following conditions is met:

o The port on which it arrived is not Port(N) where Nis the
upstream nei ghbor N of the Join/Prune(*, Q.

o If both Port(N) and the arrival port are PWs, then there exists at
| east one other (*,G Nx) or (Sx,G Nx) state with an AC
UpstreanPort.

For simplicity, the case where both Port(N) and the arrival port are
PW is referred to as "PWonly Join/Prune" in this docunent. The
PWonly Join/Prune handling is so that the Port(N) PWcan be added to
the related forwarding entries’ QutgoingPortList to trigger an
Assert, but that is only needed for those states with AC
UpstreanPorts. Note that in the PWonly case, it is OK for the
arrival port and Port(N) to be the same. See Appendix B for

exanpl es.

When a router receives a Join(*,G or a Prune(*, G wth upstream
nei ghbor N, it nust process the nmessage as defined in the state
machi ne below. Note that the macro conputations of the various
macros resulting fromthis state machine transition are exactly as
specified in RFC 7761 [PIM SM .

Dornon, et al. I nf or mati onal [ Page 18]



RFC 8220 Pl M Snoopi ng Sept ember 2017

We define the followi ng per-port (*, GN nmacro to help with the state
nmachi ne bel ow.

Fom e e e e oo - T +
| || Previous State |
| o TSR R o e e e e e oo +
| Event || Nolnfo (NI) | Join (J) | Prune-Pending (PP) |
oo T TS U o e ok o e e e e +
| Receive || ->J state | ->J state | ->J state |
| Join(*,Q || Action | Action | Action |

|| RxJoi n(N) | RxJoin(N) | RxJoin(N) |
Fom e e e oo oo - o TSR R o e e e e e oo +
| Recei ve [] - | -> PP state | -> PP state |
| Prune(*, @ and || | Start PPT(N) | |
| NunETsAct i ve<=1| | | | |
Fom e e e e oo - o Fomm oo o - Fom e e e oo +
| Recei ve [] - | ->J state | - |
| Prune(*, G and || | Start PPT(N) | |
| NunETsActive>1 || | | |
oo T TS U o e ok o e e e e +
| PPT(N) expires || - | ->J state | -> N state |
| [ ] | Action | Action |
| | | PPTExpiry(N) | PPTExpiry(N) |
Fom e e e oo oo - o TSR R o e e e e e oo +
| ET(N) expires || - | -> N state | -> N state |
| and | | Action | Action |
| NunETsAct i ve<=1| | | ETExpiry(N) | ETExpiry(N) |
Fom e e e e oo - o Fomm oo o - Fom e e e oo +
| ET(N) expires || - | ->J state | - |
| and | | Action | |
| NunETsActive>1 || | ETExpiry(N) | |
oo T TS U o e ok o e e e e +

Figure 1: Downstream Per-Port (*, G State Machine in Tabul ar Form
Action RxJoin(N):

If ET(N) is not already running, then start ET(N). O herwi se,
restart ET(N). If Nis not already in Upstreamei ghbors(*, G,
then add N to UpstreanNei ghbors(*, G and trigger a Join(*,G wth
upstream nei ghbor N to be forwarded upstream |If there are Join
Attribute TLVs in the received (*,G nessage and if they are
different fromthe recorded JoinAttributeTlvs(*, G, then copy them
into JoinAttributeTlvs(*, Q. |In the case of conflicting
attributes, the PEwill need to performconflict resolution per

(N) as described in RFC 5384 [JO N ATTR] .

Dornon, et al. I nf or mati onal [ Page 19]



RFC 8220 Pl M Snoopi ng Sept ember 2017

2.

6.

Action PPTEXxpiry(N):

Sane as Action ETExpiry(N) below, plus send a Prune-Echo(*, G with
upstream nei ghbor N on the downstream port.

Action ETExpiry(N):

Disable tiners ET(N) and PPT(N). Delete Neighbor state

(Port,*, GN). If there are no other (Port,* G states with
NunETsActive(Port,*, G > 0, transition Downstream]PState (RFC 7761
[PIMSM) to Nolnfo. |If there are no other (Port,*, G N) states
(different ports but for the same N), renove N from
UpstreanPorts(*, G -- this will also trigger the UpstreamFinite
State Machine (FSM with "JoinDesired(*, GN to FALSE'.

4. Receiving (S,G PIMSM Join/Prune Messages

A Join(S, G or Prune(S,GQG is considered "received" if one of the
followi ng conditions is net:

o The port on which it arrived is not Port(N) where Nis the
upstream nei ghbor N of the Join/Prune(S, Q.

o If both Port(N) and the arrival port are PWs, then there exists at
| east one other (*, GNx) or (S,G Nx) state with an AC
UpstreanPort .

For simplicity, the case where both Port(N) and the arrival port are
PW is referred to as "PWonly Join/Prune” in this docunent. The
PWonly Join/Prune handling is so that the Port(N) PWcan be added to
the related forwarding entries’ QutgoingPortList to trigger an
Assert, but that is only needed for those states with AC
UpstreanPorts. Note that in the PWonly case, it is OK for the
arrival port and Port(N) to be the same. See Appendix B for

exanpl es.
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When a router receives a Join(S, G or a Prune(S,G wth upstream
nei ghbor N, it nust process the nessage as defined in the state
machi ne below. Note that the macro conputations of the various
macros resulting fromthis state machine transition are exactly as
specified in RFC 7761 [PIM SM .

S . +
| [ ] Previous State |
| o TS e . +
| Event || Nolnfo (NI') | Join (J) | Prune-Pending (PP) |
Fom e e e oo - o TSRS R oo o e e e oo +
| Receive || ->J state | ->J state | ->J state |
| Join(S, G || Action | Action | Action |
| || RxJoi n(N) | RxJoi n(N) | RxJoi n(N) |
. T T TR . T +
| Recei ve ] - | -> PP state | - |
| Prune(S, G and || | Start PPT(N) | |
| NumETsAct i ve<=1| | | | |
S TR R Ty . R +
| Recei ve [] - | ->J state | - |
| Prune(S, G and || | Start PPT(N) | |
| NunETsActive>1 || | | |
Fom e e e oo - o TSRS R oo o e e e oo +
| PPT(N) expires || - | ->J state | -> N state |
| [ ] | Action | Action |
| ] | PPTExpiry(N) | PPTExpi ry(N) |
. T T T - T +
| ET(N) expires || - | -> N state | -> N state |
| and [ ] | Action | Action |
| NumETsAct i ve<=1| | | ETExpiry(N) | ETEXpiry(N) |
S TR R Ty . R +
| ET(N) expires || - | ->J state | - |
| and [ ] | Action | |
| NunETsActive>1 || | ETExpiry(N) | |
Fom e e e oo - o TSRS R oo o e e e oo +

Figure 2: Downstream Per-Port (S, G State Machine in Tabular Form
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2.

6.

Action RxJoin(N):

If ET(N) is not already running, then start ET(N). O herw se,
restart ET(N).

If Nis not already in UpstreamNei ghbors(S, G, then add Nto

Upst reanmNei ghbors(S, G and trigger a Join(S, G wth upstream

nei ghbor N to be forwarded upstream |f there are Join Attribute
TLVs in the received (S,G nessage and if they are different from
the recorded JoinAttributeTlvs(S, G, then copy theminto
JoinAttributeTlvs(S,G. 1In cases of conflicting attributes, the
PE will need to performconflict resolution per (N) as described
in RFC 5384 [JO N-ATTR].

Action PPTExpiry(N):

Sane as Action ETExpiry(N) below, plus send a Prune-Echo(S, G wth
upstream nei ghbor N on the downstream port.

Action ETExpiry(N):

5.

Disable tiners ET(N) and PPT(N). Delete Neighbor state
(Port,S,GN). If there are no other (Port,S, G states with
NunETsActive(Port,S, G > 0, transition DownstreamlPState to
Nolnfo. If there are no other (Port,S, G N) states (different
ports but for the same N), renmove N from UpstreanPorts(S, G --
this will also trigger the Upstream FSMwith "Joi nDesired(S, G N)
to FALSE".

Receiving (S, G rpt) Join/Prune Messages

A Join(S, Grpt) or Prune(S,Grpt) is "received" when the port on
which it was received is not also the port on which the
upstream nei ghbor N of the Join/Prune(S, Grpt) was | earned.

While it is inportant to ensure that the (S,G and (*, G state

machi nes all ow for handling per-(S,GN) states, it is not as
important for (S, Grpt) states. It suffices to say that the
downstream (S, G rpt) state machine is the sanme as what is defined in
Section 4.5.3 of RFC 7761 [PI M SM .
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2.6.6. Sending Join/Prune Messages Upstream

This section applies only to a PIMrel ay/proxying PE and not to a PIM
snoopi ng PE.

A full PIMproxying (not relay) PE MJST inpl enment the Upstream FSM
along the Iines of the procedure described in Section 4.5.4 of
RFC 7761 [PI M SM.

For the purposes of the Upstream FSM a Join or Prune nessage with
upstream nei ghbor Nis "seen” on a PIMrel ay/proxying PE if the port
on whi ch the nmessage was received is also Port(N) and the port is an
AC. The AC requirenent is needed because a Join received on the
Port (N) PWmnust not suppress this PE's Join on that PW

A PIMrelay PE does not inplenent the Upstream FSM It sinply
forwards received Joi n/ Prune nessages out of the same set of upstream
ports as in the PIM proxying case.

In order to correctly facilitate Asserts anong the CE routers, such
Joi n/ Prune nessages need to send not only towards the upstream
nei ghbor but also on certain PW, as described bel ow

If JoinAttributeTlvs(*, G is not enpty, then it nust be encoded in a
Join(*, G nessage sent upstream

If JoinAttributeTlvs(S, G is not enpty, then it must be encoded in a
Join(S, G nmessage sent upstream

2.6.6.1. Wwere to Send Joi n/ Prune Messages
The following rules apply to both (1) forwarded (in the case of PIM
relay) and (2) refreshed and triggered (in the case of PIM proxying)
(S, / (*,Q Join/Prune nessages.

o The Upstream Nei ghbor field in the Join/Prune to be sent is set to
the Nin the correspondi ng Upstream FSM

o If Port(N) is an AC, send the nessage to Port(N).
o Additionally, if QutgoingPortList(x,GN) contains at |east one AC,
then the nmessage MJUST be sent to at least all the PW in

UpstreanPorts(Q (for (*,Q) or InheritedUpstreanPorts(S, G (for
(S, Q). Alternatively, the nessage MAY be sent to all PWs.
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Sending to a subset of PW as descri bed above guarantees that if
traffic (of the same flow) fromtwo upstreamrouters were to reach
this PE, then the two routers will receive fromeach other,
triggering an Assert.

Sending to all PW guarantees that if two upstreamrouters both send
traffic for the same flow (even if it is to different sets of
downstream PEs), then the two routers will receive fromeach other,
triggering an Assert.

2.7. Bidirectional PIM(BIDR-PIM

Bidirectional PIM(BIDR-PIM is a variation of PIMSM The nain
di fferences between PIM SM and BID R-PIM are as foll ows:

o There are no source-based trees, and SSMis not supported (i.e.,
no (S,G states) in BIDIR-PIM

o Milticast traffic can flow up the shared tree in BIDR-PIM

o To avoid forwarding | oops, one router on each link is elected as
the Designated Forwarder (DF) for each RP in BID R-PIM

The main advantage of BIDDR-PIMis that it scales well for
many-t o- many applications. However, the |ack of source-based trees
nmeans that multicast traffic is forced to remain on the shared tree.

As described in RFC 5015 [BIDIR-PIM, parts of a BIDI R Pl Menabl ed
network may forward traffic w thout exchanging Joi n/ Prune messages --
for instance, between DFs and the Rendezvous Point Link (RPL).

As the described procedures for PI M snooping rely on the presence of
Joi n/ Prune messages, enabling Pl M snooping on Bl DI R Pl M networ ks
could break the BIDIR-PIMfunctionality. Deploying PlIMsnooping on
Bl DI R- Pl M enabl ed networks will require sone further study. Sone
thoughts on this topic are discussed in Appendi x A

2.8. Interaction with | GW Snoopi ng

VWhenever | GWP snooping is enabled in conjunction with PIM snooping in
the same VPLS instance, the PE SHOULD fol |l ow t hese rul es:

o To maintain the list of nmulticast routers and ports on which they
are attached, the PE SHOULD NOT use the rules described in
RFC 4541 [1 GVP- SNOOP] but SHOULD rely on the nei ghbors discovered
by PI M snooping. This list SHOULD then be used to apply the first
forwarding rule (rule 1) listed in Section 2.1.1 of RFC 4541
[ 1 GVP- SNOOP] .
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o |If the PE supports proxy reporting, an | GW nmenbership | earned
only on a port to which a PIM neighbor is attached (i.e., not
| ear ned el sewhere) SHOULD NOT be included in the summuarized
upstreamreport sent to that port.

2.9. PIMDM

The key characteristic of PIMDMis flood-and-prune behavior.
Shortest-path trees are built as a nmulticast source starts
transmtting.

2.9.1. Building PIM DM States

PI M DM states are built by snooping on the PIM DM Join, Prune, Gaft,
and State Refresh nmessages received on ACs/PW and State Refresh
nmessages sent on ACs/PW. By snooping on these PI M DM nessages, a PE
builds the following states per (S,GN) where Sis the address of the
nmul ticast source, Gis the group address, and N is the upstream

nei ghbor to which Prunes/Grafts are sent by downstream CEs:

Per PIMS, G N):
Port PIMS, G N) Prune State:

* DownstreanPState(S, G N, Port): One of {"Nolnfo" (N),
“Pruned" (P), "Prune-Pending" (PP)}

*  Prune- Pendi ng Ti ner (PPT)

*  Prune Tinmer (PT)

* Upstream Port (valid if the PIMS, GN Prune state is "Pruned")
2.9.2. PIMDM Downstream Per-Port PIMS, G N State Machine

The downstream per-port PIMS, G N) state machine is as defined in
Section 4.4.2 of RFC 3973 [PIMDM, with a few changes relevant to

Pl M snoopi ng. When reading Section 4.4.2 of RFC 3973 [PIM DM,

pl ease be aware that, for the purposes of PIM snooping, the
downstream states are built per (S, G N, Downstream Port) in PIM

snoopi ng and not per (DownstreamlInterface,S, G as in a Pl MDM
router. As noted in Section 2.9.1, the states (DownstreanPState) and
timers (PPT and PT) are per (S, GN, Port).
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2.9.3. Triggering Assert Election in Pl M DM

Since PMDMis a flood-and-prune protocol, traffic is flooded to al
routers unless explicitly pruned. Since PIMDMrouters do not prune
on non-RPF interfaces, PEs should typically not receive Prunes on
Port ( RPF- Nei ghbor). So, the asserting routers should typically be in
pimoiflist(S, Q. |In nost cases, Assert election should occur
natural ly wi thout any special handling, since data traffic will be
forwarded to the asserting routers.

However, there are sone scenarios where a Prune m ght be received on
a port that is also an upstreamport. |If we prune the port from
pimoiflist(S, G, then it would not be possible for the asserting
routers to determine if traffic arrived on their downstream port.
This can be fixed by adding pimiifs(S, G to pimoiflist(S, G so that
data traffic flows to the upstream ports.

2.10. PI M Proxy

As noted earlier, PIMsnooping will work correctly only if Join
suppression is disabled in the VPLS. |If Join suppression is enabled
in the VPLS, then PEs MJUST do PIMrel ay/proxying for VPLS multicast
to work correctly. This section applies specifically to ful
proxying and not to relay.

2.10.1. Upstream PI' M Proxy Behavi or

A PI M proxying PE consunmes Joi n/ Prune nessages and regenerates Pl M
Joi n/ Prune nessages to be sent upstream by inpl enenting the Upstream
FSM as specified in Section 4.5.4 of RFC 7761 [PIMSM. This is the
only difference fromPIMrelay.

The source | P address in Pl M packets sent upstream SHOULD be the
address of a PI M downstream nei ghbor in the correspondi ng Joi n/ Prune
state. The chosen address MJST NOT be the Upstream Nei ghbor field to
be encoded in the packet. The Layer 2 encapsul ation for the selected
source | P address MJST be the encapsul ation recorded in the PIM

Nei ghbor Dat abase for that |P address.

2.11. Directly Connected Milticast Source

Pl M snoopi ng/ rel ay/ proxyi ng coul d be enabled on a LAN that connects a
nmul ticast source and a PIM First-Hop Router (FHR). As the FHR

will not send any downstream Joi n/ Prune nessages, we will not be able
to establish any forwarding states for that source. Therefore, if
there is a source in the CE network that connects directly into the
VPLS instance, then nmulticast traffic fromthat source MJST be sent
to all PIMrouters on the VPLS instance in addition to the | GW
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receivers in the VPLS., If there is already (S,G or (*, G snooping
state that is fornmed on any PE, this will not happen per the current
forwarding rules and guidelines. So, in order to determne if
traffic needs to be flooded to all routers, a PE nmust be able to
determne if the traffic came froma host on that LAN. There are
three ways to address this problem

o The PE woul d have to do | Pv4 ARP snoopi ng and/ or | Pv6 Nei ghbor
Di scovery snooping to determine if a source is directly connected.

0o Another option is to configure all PEs to indicate that there are
CE sources that are directly connected to the VPLS instance and
di sal | ow snooping for the groups for which the source is going to
send traffic. This way, traffic fromthat source to those groups
will always be flooded within the provider network.

o Athird optionis to require that sources of CE nulticast traffic
nust be behind a router.

Thi s docunent recommends the third option -- sources of traffic nust
be behind a router.

2.12. Data-Forwardi ng Rul es
First, we define the rules that are common to PIM SM and Pl M DM PEs.
Forwardi ng rules for each protocol type are specified in the
subsecti ons bel ow.
If there is no matching forwarding state, then the PE SHOULD di scard
the packet, i.e., the UserDefinedPortList (Sections 2.12.1 and
2.12.2) SHOULD be emnpty.

The foll owi ng general rules MJST be foll owed when forwarding
mul ticast traffic in a VPLS:

o Traffic arriving on a port MJST NOT be forwarded back onto the
same port.

o Due to VPLS split-horizon rules, traffic ingressing on a PW
MUST NOT be forwarded to any ot her PW
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2.12.1. PI M SM Dat a- Forwar di ng Rul es

Per the rules in RFC 7761 [PIM SM and per the additional rules
specified in this docunent,

Qut goi ngPortList(*,G = imediate olist(*, G (+)
UpstreanPorts(*, QG (+)
Port ( Pi nDR)

Qut goi ngPortList(S, G = inherited olist(S, Q (+)

UpstreanPorts(S, G (+)
(UpstreanPorts(*, QG (-)
UpstreanPorts(S, Grpt)) (+)
Port ( Pi nDR)

RFC 7761 [PIM SM specifies how i mediate olist(*, G and
inherited olist(S, G are built. PinDRis the |IP address of the
PIMDR in the VPLS.

The PI M SM snoopi ng data-forwarding rules are defined below in
pseudocode:

BEG N
iif is the incomng port of the nmulticast packet.
S is the source | P address of the multicast packet.
Gis the destination |IP address of the multicast packet.

If there is (S, G state on the PE
Then

Qut goi ngPortLi st = QutgoingPortList(S, G
Else if there is (*,G state on the PE

Then

Qut goi ngPortLi st = QutgoingPortList(*, G
El se

Qut goi ngPortLi st = UserDefi nedPort Li st
Endi f
If iif is an AC
Then

Qut goi ngPortLi st = QutgoingPortList (-) iif
El se

## 1if is a PW
Qut goi ngPor t Li st
Endi f

Qut goi ngPortList (-) PWPorts

Forward t he packet to Qutgoi ngPortlList.
END
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First, if there is (S, G state on the PE, then the set of outgoing
ports is QutgoingPortList(S, Q.

O herwise, if thereis (*, @ state on the PE, then the set of
out goi ng ports is QutgoingPortList(*, Q.

The packet is forwarded to the selected set of outgoing ports while
observing the general rules above in Section 2.12.

2.12.2. PI M DM Dat a- Forwar di ng Rul es

The PI M DM snoopi ng data-forwarding rules are defined belowin
pseudocode:

BEG N
iif is the incomng port of the multicast packet.
S is the source | P address of the multicast packet.
Gis the destination I P address of the nmulticast packet.

If there is (S, G state on the PE

Then

Qut goi ngPortList = olist(S, Qg
El se

Qut goi ngPort Li st = User Defi nedPort Li st
Endi f
If iif is an AC
Then

Qut goi ngPortList = QutgoingPortList (-) iif
El se

## 1if is a PW
Qut goi ngPor t Li st
Endi f

Qut goi ngPortList (-) PWPorts
Forward t he packet to Qutgoi ngPortlList.
END

If there is forwarding state for (S, G, then forward the packet to
olist(S, G while observing the general rules above in Section 2.12.

RFC 3973 [PIM DM specifies howolist(S, G is constructed
3. | ANA Consi derations

Thi s docunent does not require any | ANA acti ons.
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4. Security Considerations

Security considerations provided in the VPLS solution docunments
(i.e., RFC 4762 [VPLS-LDP] and RFC 4761 [VPLS-BGP]) apply to this
docunent as wel | .
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App

A 1.

Dor

endi x A. BID R-PIM Consi derations

Thi s appendi x descri bes sonme gui delines that may be used to preserve
BIDIR-PIMfunctionality in conbination with Pl M snoopi ng.

In order to preserve BID R Pl M snooping, routers need to set up
forwardi ng states so that:

o on the RPL, all traffic is forwarded to all Port(N) ports.

o on any other interface, traffic is always forwarded to the DF

The infornati on needed to set up these states nmay be obtai ned by:

0o determ ning the napping between the group (range) and the RP

0 snooping and storing DF election information

o determining where the RPL is. This could be achieved by static
configuration or by conbining the information nmentioned in the two
bullet itens above.

Bl DI R- PI M Dat a- For war di ng Rul es

The BI DI R-PI M snooping data-forwarding rules are defined belowin
pseudocode:

BEG N
iif is the incomng port of the multicast packet.
Gis the destination I P address of the nmulticast packet.

If there is forwarding state for G

Then

Qut goi ngPortList = olist(Q
El se

Qut goi ngPortLi st = UserDefi nedPort Li st
Endi f
If iif is an AC
Then

Qut goi ngPortList = QutgoingPortList (-) iif
El se

## 1if is a PW
Qut goi ngPortLi st = QutgoingPortList (-) PWPorts

Endi f
Forward t he packet to Qutgoi ngPortlList.
END
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If there is forwarding state for G then forward the packet to
olist(QG while observing the general rules above in Section 2.12.

RFC 5015 [BIDIR-PIM specifies howolist(G is constructed.

Appendi x B. Exanple Network Scenario

Let us consider the scenario in Figure 3.

Fommm + AC3 +------ +
| PE2 |----- | CE3 |
/] | S R, +
| H------ + |
/ | |
/ | |
/ PWL2 | |
/ | [---\
/ | P23 | S|
/ | \---/
/ | |
/ | |
/ | |
[ S, + / [ S, + |
+omm o + | PE1 |/ PWL3 | PE3 | +o-- oo - +
| CEl |----- | R | | ----- | CE4 |
Fomm - - + AClL +------ + S R + AA4 +------ +
|
| AC2
Fommm - +
| CE2 |
S R +

Figure 3: An Exanple Network for Triggering an Assert

In the exanples below, JT(Port,S G N) is the downstream Join Expiry
Timer on the specified Port for the (S, G wth upstream nei ghbor N.

B.1. PIM Snooping Exanpl e
In the network depicted in Figure 3, Sis the source of a nulticast
stream (S,@. CE1 and CE2 both have two ECVP routes to reach the
source.
1. CE1l sends a Join(S,G wth UpstreamNei ghbors(S, G = CE3.
2. PE1 snoops on the Join(S, G and builds forwarding state, since it

is received on an AC. It also floods the Join(S,G in the VPLS.
PE2 snoops on the Join(S, G and builds forwardi ng state, since
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Dor non,

the Join(S,Gis targeting a nei ghbor residing on an AC. PE3
does not create forwarding state for (S, G because this is a
PWonly Join and there is neither an existing (*,G state with an
AC in UpstreanPorts(*, G nor an existing (S,G state with an AC
in UpstreanPorts(S,G. Both PE2 and PE3 will also flood the
Join(S, G in the VPLS.

The resulting states at the PEs are as follows:

PE1 states:
JT(ACL, S, G CE3) = JP_Hol dTi ne
Upst reamNei ghbors(S, G = { CE3 }
UpstreanPorts(S, G ={ PW2 }

Qut goi ngPortList(S, Qg { AC1, PWL2 }

PE2 states:
JT(PW2, S, G CE3) = JP_Hol dTi ne
Upst reamNei ghbors(S, G = { CE3 }
UpstreanPorts(S, G ={ AC3}

Qut goi ngPortList(S, Qg { PW2, AC3}

PE3 st at es:
No (S, G state

The nulticast stream (S, G flows along CE3 -> PE2 -> PE1 -> CEl.
Now CE2 sends a Join(S,G wth UpstreamNei ghbors(S, G = CE4.

Al'l PEs snoop on the Join(S, G, build forwarding state, and fl ood
the Join(S,G in the VPLS. Note that for PE2, even though this
is a PWonly Join, forwarding state is built on this Join(S, G,
since PE2 has an existing (S,G state with an ACin
UpstreanPorts(S, G .

The resulting states at the PEs are as foll ows:

PE1l states:
JT(ACL, S, G CE3) = active
JT(AC2, S, G CE4) = JP_Hol dTi ne
Upst reamNei ghbors(S, G = { CE3, CE4 }

UpstreanPorts(S, G
Qut goi ngPortList(S, G

{ PM2, PW3 }
{ ACl, PWL2, AC2, PW3 }
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UpstreanPorts(S, G
Qut goi ngPortList(S, G

{ AC3, PW3 }
{ PW2, AC3, PW3 }

PE2 states:
JT(PW2, S, G CE4) = JP_Hol dTi ne
JT(PWL2, S, G CE3) = active
Upst reamNei ghbors(S, G = { CE3, CE4 }

PE3 states:
JT(PW3, S, G CE4) = JP_Hol dTi ne
Upst reamNei ghbors(S, G = { CE4 }
UpstreanPorts(S, G ={ A4 }

Qut goi ngPortList(S, G { PW3, A4 }

6. The nmulticast stream (S, G flows into the VPLS fromtwo of the
CEs -- CE3 and CE4. PE2 forwards the streamreceived fromCE3 to
PW23, and PE3 forwards the streamto ACA. This helps the CE
routers to trigger Assert election. Let us say that CE3 becones
the Assert w nner.

7. CE3 sends an Assert nessage to the VPLS. The PEs flood the
Assert nessage w thout examining it.

8. CE4 stops sending the multicast streamto the VPLS.

9. CE2 notices an RPF change due to the Assert and sends a
Prune(S, G wth upstream nei ghbor = CE4. CE2 also sends a
Join(S, G wth upstream nei ghbor = CE3.

10. Al the PEs start a Prune-Pending timer on the ports on which
they received the Prune(S,G. Wen the Prune-Pending tiner
expires, all PEs will renove the downstream (S, G CE4) states.

The resulting states at the PEs are as foll ows:

PE1l states:
JT(ACL, S, G CE3) = active
Upst reamNei ghbors(S, G = { CE3 }
UpstreanPorts(S, G ={ PW2 }

Qut goi ngPortList (S, Qg { AC1, AC2, PW2 }

PE2 st ates:
JT(PW2, S, G CE3) = active
Upst reamNei ghbors(S, G = { CE3 }
UpstreanPorts(S, G ={ AC3}
QutgoingPortList(S, G = { PW2, AC3 }
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PE3 states:
JT(PW3, S, G CE3) = JP_Hol dTi ne
Upst reamNei ghbors(S, G = { CE3 }
UpstreanPorts(S, G ={ PW3}

Qut goi ngPortList(S, G { PW3, PW3 }

Note that at this point at PE3, since there is no ACin

Qut goi ngPortList(S, G and no (*, QG or (S,G state with an ACin
UpstreanPorts(*, G or UpstreanmPorts(S, G, respectively, the
existing (S,G state at PE3 can also be renoved. So, finally:

PE3 st at es:
No (S, G state

Note that at the end of the Assert election, there should be no
duplicate traffic forwarded downstream and traffic should flow only
on the desired path. Al so note that there are no unnecessary (S, G
states on PE3 after the Assert election.

B.2. PIMProxy Exanple with (S,Q / (*, G Interaction

In the same network, let us assune that CE4 is the upstream nei ghbor
towards the RP for G

JPST(S,GN) is the JP sending tiner for the (S, G wth upstream
nei ghbor N.

1. CEl1 sends a Join(S,G wth UpstreamNei ghbors(S, G = CE3.

2. PE1l consunes the Join(S, G and builds forwarding state, since the
Join(S, G is received on an AC

PE2 consumes the Join(S, G and builds forwarding state, since the
Join(S, G is targeting a neighbor residing on an AC

PE3 consunes the Join(S, G but does not create forwarding state
for (S, G, since this is a PWonly Join and there is neither an
existing (*,G state with an ACin UpstreanPorts(*, G nor an
existing (S,G state with an ACin UpstreanPorts(S, G.
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The resulting states at the PEs are as foll ows:

PE1l states:
JT(ACL, S, G CE3) = JP_Hol dTi ne
JPST('S, G CE3) =t _periodic
Upst reamNei ghbors(S, G = { CE3 }
UpstreanPorts(S, G ={ PW2 }

Qut goi ngPortList (S, Qg { AC1, PWL2 }

PE2 states:
JT(PW2, S, G CE3) = JP_Hol dTi ne
JPST('S, G CE3) =t _periodic
Upst reamNei ghbors(S, G = { CE3 }
UpstreanPorts(S, G ={ AC3}

Qut goi ngPortList (S, Qg { PWM2, AC3}
PE3 st at es:
No (S, G state

Joins are triggered as follows:

PE1 triggers a Join(S, G targeting CE3. Since the Join(S G was
received on an AC and is targeting a neighbor that is residing
across a PW the triggered Join(S, G is sent on all PW.

PE2 triggers a Join(S, G targeting CE3. Since the Join(S,Q is
targeting a neighbor residing on an AC, it only sends the Join
on AC3.

PE3 ignores the Join(S, G, since this is a PWonly Join and there
is neither an existing (*,G state with an ACin
UpstreanPorts(*, G nor an existing (S,G state with an ACin
UpstreanPorts(S, G .

The nulticast stream (S, G flows along CE3 -> PE2 -> PE1 -> CEL.

Now |l et us say that CE2 sends a Join(*,G wth
Upst reamNei ghbors(*, G = CE4.

PE1 consumes the Join(*, G and builds forwarding state, since the
Join(*, G is received on an AC

PE2 consunes the Join(*,G; although this is a PWonly Join,
forwarding state is built on this Join(*, G, since PE2 has an
existing (S,G state with an ACin UpstreanPorts(S,G. However,
since this is a PWonly Join, PE2 only adds the PWtowards PE3
(PW23) into UpstreanPorts(*, G and hence into

Qut goi ngPortList(*, Q. It does not add the PWtowards PEl (PW2)
into QutgoingPortList(*, Q.
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PE3 consunes the Join(*, G and builds forwarding state, since the
Join(*, G is targeting a neighbor residing on an AC

The resulting states at the PEs are as foll ows:

PE1l states:
JT(ACL, *, G CE4) = JP_Hol dTi ne
JPST(*, G CE4) =t _periodic
Upst reamNei ghbors(*, G = { CE4 }
UpstreanPorts(*, G ={ PW3 }

Qut goi ngPortList(*, § { AC2, PW3 }

JT(ACL, S, G CE3) = active
JPST(S, G CE3) = active
Upst reamNei ghbors(S, G = { CE3 }
UpstreanPorts(S, G ={ PW2 }

Qut goi ngPortList(S, Qg { AC1, PWL2, PW3 }

PE2 states:

JT(PW2, *, G CE4) = JP_Hol dTi ne
Upst reamNei ghbors(*, G = { CE4 }
Upst reanPort s(Q ={ PW3}
Qutgoi ngPortList(*, G = { PW3}
JT(PWL2, S, G CE3) = active
JPST(S, G CE3) = active

Upst reamNei ghbors(S, G = { CE3 }
UpstreanPorts(S, G ={ AC3}

Qut goi ngPortList (S, Qg { PW2, AC3, PW3 }

PE3 st at es:
JT(PWS, *, G CE4) = JP_Hol dTi ne
JPST(*, G CE4) =t _periodic
Upst reamNei ghbors(*, G = { CE4 }
UpstreanPorts(*, G ={ A4 }

Qut goi ngPortList(*, Q { PW3, A4 }

Joins are triggered as follows:

PE1 triggers a Join(*, G targeting CE4. Since the Join(*, G was
received on an AC and is targeting a neighbor that is residing
across a PW the triggered Join(S, G is sent on all PW.

PE2 does not trigger a Join(*, G based on this Join, since this
is a PWonly Join.

PE3 triggers a Join(*, G targeting CE4. Since the Join(*,Q is

targeting a neighbor residing on an AC, it only sends the Join
on ACA.
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If traffic is not flowing yet (i.e., step 3 is delayed so that it
occurs after step 6) and in the interimJPST(S, G CE3) on PEl
expires, causing it to send a refresh Join(S, G targeting CE3,
since the refresh Join(S, G is targeting a neighbor that is
residing across a PW the refresh Join(S, G is sent on all PWs.

Note that PEl refreshes its JT based on reception of refresh
Joins from CE1l and CE2.

PE2 consumes the Join(S, G and refreshes the JT(PWM2, S, G CE3)
timer.

PE3 consunes the Join(S,G. It also builds forwarding state on
this Join(S, @, even though this is a PWonly Join, since now PE2
has an existing (*, G state with an ACin UpstreanPorts(*, Q.
However, since this is a PWonly Join, PE3 only adds the PW
towards PE2 (PW23) into UpstreanPorts(S, G and hence into

Qut goi ngPortList(S,G. It does not add the PWtowards PElL (PW3)
into QutgoingPortList(S G.

PE3 states:
JT(PWL3, *, G CE4) = active
JPST( S, G CE4) = active
Upst reamNei ghbors(*, G = { CE4 }
UpstreanPorts(*, G ={ A4 }

Qut goi ngPortList(*, § { PW3, A4 }

JT(PW3, S, G CE3) = JP_Hol dTi me
Upst reamNei ghbors(*, G = { CE3 }
UpstreanPorts(*, G ={ PW3 }

Qut goi ngPortList(*, Q { PW3, A4, PW23 }

Joins are triggered as follows:

PE2 already has (S,G state, so it does not trigger a Join(S, G
based on reception of this refresh Join.

PE3 does not trigger a Join(S, G based on this Join, since this
is a PWonly Join.

The nmulticast stream (S, G flows into the VPLS fromtwo of the
CEs -- CE3 and CE4. PE2 forwards the streamreceived fromCE3 to
PW2 and PW3. At the sane tinme, PE3 forwards the stream
received fromCE4 to PWM3 and PW23.

The streamreceived over PW2 and PW3 is forwarded by PE1 to ACl
and AC2.
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The streamreceived by PE3 over PW23 is forwarded to AC4. The
streamrecei ved by PE2 over PW3 is forwarded to AC3. Either of
these helps the CE routers to trigger Assert election.

9. CE3 and/or CE4 send(s) Assert message(s) to the VPLS. The PEs
flood the Assert nessage(s) w thout examining it.

10. CE3 becones the (S, G Assert winner, and CE4 stops sending the
mul ticast streamto the VPLS.

11. CE2 notices an RPF change due to the Assert and sends a
Prune(S, G rpt) with upstream nei ghbor = CE4.

12. PE1 consunes the Prune(S,Grpt), and since
PruneDesired(S, G Rpt,CE4) is TRUE, it triggers a Prune(S, G rpt)
to CE4. Since the Prune is targeting a nei ghbor across a PW it
is sent on all PWs.

PE2 consunes the Prune(S, G rpt) and does not trigger any Prune
based on this Prune(S, Grpt), since this was a PWonly Prune.

PE3 consumes the Prune(S,Grpt), and since
PruneDesired(S, G rpt,CE4) is TRUE, it sends the Prune(S, Grpt)

on AC4.

PEl1 states:
JT(AC2, *, G CE4) = active
JPST(*, G CE4) = active
Upst reamNei ghbors(*, G = { CE4 }
UpstreanPorts(*, G ={ PW3 }

Qut goi ngPortList(*, Q { AC2, PWL3 }

JT(AC2, S, G CE4)
JPST(S, G CE4)

JP_Hol dTime with S, Grpt prune flag
none, since this is sent along
with the Join(*, G to CE4 based

on JPST(*, G CE4) expiry
UpstreanPorts(S, G rpt) { PW3 }

Upst reamNei ghbors(S,Grpt) = { CE4 }

JT(ACL, S, G CE3) = active
JPST( S, G CE3) = active
Upst reamNei ghbors(S, G = { CE3 }
UpstreanPorts(S, G ={ PW2 }

Qut goi ngPortList(S, Qg { AC1, PWL2, AC2}
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PE2 states:
JT(PW2, *, G CE4)
Upst r eamNei ghbors(*, G
UpstreanPorts(*, G
Qut goi ngPortList(*, §

JT(PWL2, S, G, CE4)
JPST(S, G, CE4)

UpstreanPorts(S, G rpt)

active

{ CE4 }
{ PwW3 }
{ PW3 }

JP_Hol dTine with S, G rpt prune flag
none, since this was created

off a PWonly Prune

{ PW3 }

Upst reamNei ghbors(S, Grpt) = { CE4 }

JT(PW2, S, G CE3)
JPST(S, G CE3)

Upst reamNei ghbor s(S, G
UpstreanPorts(S, G

Qut goi ngPortList(*, §

PE3 st at es:
JT(PWS, *, G CE4)
JPST(*, G CE4)
Upst r eamNei ghbors(*, G
UpstreanPorts(*, G
Qut goi ngPortList(*, Q

JT(PWL3, S, G CE4)
JPST(S, G, CE4)

active
active
{ CE3}
{ AG }
{ PW2, AC3}

active
active
{ CE4 }
{ ACA }
{ PW3, A4}

JP_Hol dTinme with S, Grpt prune flag
none, since this is sent along

with the Join(*, G to CE4 based

on JPST(*, G CE4) expiry

Upst reanmNei ghbors(S, G rpt) = { CE4 }

UpstreanPorts(S, G rpt)

JT(PW3, S, G, CE3)
JPST(S, G, CE3)

Upst reamNei ghbors(S, G
UpstreanPorts(S, G
Qut goi ngPortList(S, Qg

{ AG4 }

active

none, since this state is
created by a PWonly Join
{ CE3}

{ PW3 }

{ PW3 }

Even in this exanple, at the end of the (S, G / (*, G Assert
el ection, there should be no duplicate traffic forwarded downstream
and traffic should flow only to the desired CEs.

However, we don’t have duplicate traffic because one of the CEs stops
sending traffic due to the Assert, not because we don’'t have any
forwarding state in the PEs to do this forwarding.
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