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Abstract

I n non-packet transport networks, there are requirenents where the
CGeneralized Multiprotocol Label Switching (GWLS) end-to-end recovery
schenme needs to enploy a restoration Label Switched Path (LSP) while
keepi ng resources for the working and/or protecting LSPs reserved in
the network after the failure occurs.

Thi s docunent reviews how the LSP association is to be provided using

Resource Reservation Protocol - Traffic Engineering (RSVP-TE)
signaling in the context of a GWLS end-to-end recovery scheme when
using restoration LSP where failed LSP is not torn down. In

addi tion, this docurment discusses resource sharing-based setup and
teardown of LSPs as well as LSP reversion procedures. No new
signaling extensions are defined by this docunent, and it is strictly
informative in nature.

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the |IETF conmunity. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the IESG are a candidate for any |level of Internet

St andard; see Section 2 of RFC 7841.

I nformati on about the current status of this document, any errata,

and how to provide feedback on it may be obtained at
http://ww.rfc-editor.org/info/rfc8131
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1

| ntroducti on

CGeneralized Multiprotocol Label Switching (GWLS) [RFC3945] defines a
set of protocols, including OQpen Shortest Path First - Traffic

Engi neering (OSPF-TE) [ RFC4203] and Resource Reservation Protocol -
Traffic Engineering (RSVP-TE) [ RFC3473]. These protocols can be used
to set up Label Switched Paths (LSPs) in non-packet transport
networks. The GWPLS protocol extends MPLS to support interfaces
capable of Tinme Division Miultiplexing (TDM, Lanbda Switching and

Fi ber Switching. These switching technol ogi es provide severa
protecti on schenes [ RFC4426] [ RFC4427] (e.g., 1+1, 1:N, and MN).

RSVP- TE si gnal i ng has been extended to support various GVWLS recovery
schenes, such as end-to-end recovery [ RFC4872] and segnment recovery

[ RFC4873]. As described in [ RFC6689], an ASSCCI ATI ON object with
Associ ati on Type "Recovery" [RFC4872] can be signaled in the RSVP
Path nessage to identify the LSPs for restoration. Also, an
ASSQOCI ATI ON obj ect with Association Type "Resource Sharing" [ RFC4873]
can be signaled in the RSVP Path nessage to identify the LSPs for
resource sharing. Section 2.2 of [RFC6689] reviews the procedure for
providing LSP associations for GWLS end-to-end recovery, and Section
2.4 of that document reviews the procedure for providing LSP

associ ations for sharing resources.

CGeneral |y, GWPLS end-to-end recovery schenes have the restoration LSP
set up after the failure has been detected and notified on the

wor ki ng LSP. For a recovery scheme with revertive behavior, a
restoration LSP is set up while the working LSP and/or protecting LSP
are not torn down in the control plane due to a failure. 1In non-
packet transport networks, because working LSPs are typically set up
over preferred paths, service providers would |ike to keep resources
associated with the working LSPs reserved. This is to nmake sure that
the service can be reverted to the preferred path (working LSP) when
the failure is repaired to provide determ nistic behavior and a

guar ant eed Service Level Agreenent (SLA).

In this docunent, we review procedures for GWLS LSP associ ati ons,
resour ce-sharing-based LSP setup, teardown, and LSP reversion for
non- packet transport networks, including the follow ng:

o The procedure for providing LSP associations for the GWLS end-to-
end recovery using restoration LSP where working and protecting
LSPs are not torn down and resources are kept reserved in the
network after the failure.

o The procedure for resource sharing using the Shared Explicit (SE)
flag in conjunction with an ASSOCI ATI ON object. In [RFC3209], the
Make- Bef or e- Break (MBB) net hod assunes the old and new LSPs share
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the SESSI ON object and signal SE flag in the SESSI ON ATTRI BUTE
object for sharing resources. According to [ RFC6689], an
ASSQOCI ATI ON obj ect with Association Type "Resource Sharing" in the
Pat h nessage enabl es the sharing of resources across LSPs with

di fferent SESSI ON obj ects.

o The procedures for LSP reversion and resource sharing, when using
end-to-end recovery schenme with revertive behavi or

This docunent is strictly informative in nature and does not define
any RSVP-TE signal i ng extensions.

2. Conventions Used in This Docunent
2.1. Term nol ogy
The reader is assumed to be familiar with the term nology in
[ RFC3209], [RFC3473], [RFC4872], and [RFC4873]. The term nology for
GWPLS recovery is defined in [ RFC4427].
2.2. Abbreviations
GWLS: Generalized Miultiprotocol Label Switching
LSP: Label Switched Path
MBB: Make- Bef or e- Br eak
MPLS: Ml tiprotocol Label Swtching
RSVP: Resource Reservation Protoco
SE: Shared Explicit (flag)
TDM Time Division Miltiplexing
TE: Traffic Engineering
3. Overview
The GWLS end-to-end recovery schene, as defined in [RFC4872] and
di scussed in this docunent, switches normal traffic to an alternate
LSP that is not even partially established only after the working LSP
failure occurs. The new alternate route is selected at the LSP head-

end node, it may reuse resources of the failed LSP at internediate
nodes and may include additional intermedi ate nodes and/or |inks.
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3.1. Exanples of Restoration Schenes

Two forms of end-to-end recovery schenes, 1+R restoration and 1+1+R
restoration, are described in the follow ng sections. Oher forms of
end-to-end recovery schenes al so exist, and they can use these
signal i ng techni ques.

3.1.1. 1+R Restoration

One exanpl e of the recovery scheme considered in this docunment is 1+R
recovery. The 1+R recovery schenme is exenplified in Figure 1. In
this exanple, a working LSP on path A-B-C-Z i s pre-established.
Typically, after a failure detection and notification on the working
LSP, a second LSP on path A-H1-J-Z is established as a restoration
LSP. Unlike a protecting LSP, which is set up before the failure, a
restoration LSP is set up when needed, after the failure.

+o-m - - + +o-m - - + +o-m - - + +o-m - - +
| A +----+ B +----- + C +----- + Z
+o - - -+ S + S + +o - - -+
\ /
\ /
+o - - -+ Fomm - + +o - - -+
| H +------- T B + J |
Fomaa + Fomaa + Fomaa +

Figure 1: An Exanple of 1+R Recovery Scheme

During failure switchover with 1+R recovery schene, in general

wor ki ng LSP resources are not released so that working and
restoration LSPs coexist in the network. Nonethel ess, working and
restoration LSPs can share network resources. Typically, when the
failure has recovered on the working LSP, the restoration LSP is no

| onger required and is torn down while the traffic is reverted to the
original working LSP
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3.1.2. 1+1+R Restoration

Anot her exanple of the recovery scheme considered in this docunent is
1+1+R.  In 1+1+R a restoration LSP is set up for the working LSP
and/ or the protecting LSP after the failure has been detected; this
recovery schene is exenplified in Figure 2.

S + S + S +
| D +------- + E 4+-------- + F
+om -+ Fommm - + +om -+
/ \
/ \
+o - - -+ Fomaa + Fomaa + +o - - -+
| A +----+ B +----- + C +----- + Z
+o- - -+ +o-m- - + +o-m- - + +o- - -+
\ /
\ /
+o - - -+ +o-m - - + +o - - -+
| H +------- + | S + J
S + S + S +

Figure 2: An Exanple of 1+1+R Recovery Schemne

In this exanple, a working LSP on path A-B-C-Z and a protecting LSP
on path AA-D-E-F-Z are pre-established. After a failure detection and
notification on the working LSP or protecting LSP, a third LSP on
path A-H1-J-Z is established as a restoration LSP. The restoration
LSP, in this case, provides protection against failure of both the
wor ki ng and protecting LSPs. During failure switchover with the
1+1+R recovery schenme, in general, failed LSP resources are not

rel eased so that working, protecting, and restoration LSPs coexist in
the network. The restoration LSP can share network resources with
the working LSP, and it can share network resources with the
protecting LSP. Typically, the restoration LSP is torn down when the
traffic is reverted to the original LSP and is no | onger needed.

There are two possi bl e nodels when using a restoration LSP with 1+1+R
recovery schene:

o Arestoration LSP is set up after either a working or a protecting
LSP fails. Only one restoration LSP is present at a tine.

o Arestoration LSP is set up after both the working and protecting
LSPs fail. Only one restoration LSP is present at a tine.

Zhang, et al. I nf or mati onal [ Page 6]



RFC 8131 GWLS Restoration and Resource Sharing March 2017

3.1.2.1. 1+1+R Restoration - Variants

Two ot her possible variants exist when using a restoration LSP with
1+1+R recovery schene:

o Arestoration LSP is set up after either a working or protecting
LSP fails. Two different restoration LSPs nmay be present, one for
the working LSP and one for the protecting LSP

o Two different restoration LSPs are set up after both working and
protecting LSPs fail, one for the working LSP and one for the
protecting LSP

In all these nodels, if a restoration LSP also fails, it is torn down
and a new restoration LSP is set up

3.2. Resource Sharing by Restoration LSP

+o-ann + +o-ann +

| F +------ + G H-------- +

+o- - -+ +o-m- - + |

| |

| |
+o-m - + +o-m - + +-- - -+ +o-m - + +-- - -+
| A +----+ B +----- + C +--X---+ D +----- + E |
R + R + R + R + R +

Figure 3: Resource Sharing in 1+R Recovery Schene

Using the network shown in Figure 3 as an exanple using 1+R recovery
schene, LSP1 (A-B-C-D-E) is the working LSP; assune it allows for
resource sharing when the LSP traffic is dynamcally restored. Upon
detecting the failure of a link along the LSP1, e.g., Link C D, node
A needs to decide which alternative path it will use to signa
restoration LSP and reroute traffic. |In this case, AB-GCF-GE is
chosen as the restoration LSP path, and the resources on the path
segnment A-B-C are reused by this LSP. The working LSP is not torn
down and coexists with the restoration LSP. Wen the head-end node A
signals the restoration LSP, nodes C, F, G and E reconfigure the
resources (as listed in Table 1 of this docunent) to set up the LSP
by sendi ng cross-connecti on command to the data pl ane.

In the recovery schene enpl oying revertive behavior, after the
failure is repaired, the resources on nodes C and E need to be
reconfigured to set up the working LSP (using a procedure described
in Section 4.3 of this document) by sending cross-connecti on comrand
to the data plane. The traffic is then reverted back to the origina
wor ki ng LSP.
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4. RSVP-TE Signaling Procedure
4.1. Restoration LSP Association

VWere GWLS end-to-end recovery schene needs to enploy a restoration
LSP whil e keeping resources for the worki ng and/or protecting LSPs
reserved in the network after the failure, the restoration LSP is set
up with an ASSCCI ATI ON obj ect that has the Association Type set to
"Recovery" [RFC4872], the Association ID and the Association Source
set to the correspondi ng Association ID and the Associ ati on Source
signaled in the Path message of the LSP it is restoring. For
exanpl e, when a restoration LSP is signaled for a failed working LSP
the ASSCOCI ATI ON obj ect in the Path nmessage of the restoration LSP
contains the Association | D and Association Source set to the

Associ ation I D and Association Source signaled in the working LSP for
the "Recovery" Association Type. Simlarly, when a restoration LSP
is set up for a failed protecting LSP, the ASSOCI ATI ON object in the
Pat h nessage of the restoration LSP contains the Association |ID and
Association Source is set to the Association ID and Associ ation
Source signaled in the protecting LSP for the "Recovery" Association
Type.

The procedure for signaling the PROTECTI ON object is specified in

[ RFC4872]. Specifically, the restoration LSP used for a working LSP
is set up with the P bit cleared in the PROTECTI ON object in the Path
nessage of the restoration LSP and the restoration LSP used for a
protecting LSP is set up with the P bit set in the PROTECTI ON obj ect
in the Path message of the restoration LSP

4.2. Resource Sharing-Based Restoration LSP Setup

GWPLS LSPs can share resources during LSP setup if they have the
Shared Explicit (SE) flag set in the SESSI ON ATTRI BUTE obj ects
[ RFC3209] in the Path messages that create them and:

o As defined in [ RFC3209], LSPs have identical SESSION objects,
and/ or

o As defined in [ RFC6689], LSPs have natchi ng ASSCOCI ATl ON obj ects
with the Association Type set to "Resource Sharing" signaled in
their Path nessages. 1In this case, LSPs can have different
SESSI ON objects i.e., a different Tunnel 1D, Source and/or
Destination signaled in their Path nessages.

As described in Section 2.5 of [RFC3209], the purpose of make-before-
break is not to disrupt traffic, or adversely inpact network
operations while TE tunnel rerouting is in progress. In non-packet
transport networks, during the RSVP-TE signaling procedure, the nodes
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set up cross-connections along the LSP accordingly. Because the
cross-connecti on cannot sinmultaneously connect a shared resource to
different resources in two alternative LSPs, nodes nay not be able to
fulfill this request when LSPs share resources.

For LSP restoration upon failure, as explained in Section 11 of

[ RFC4872], the reroute procedure may reuse existing resources. The
action of the internmedi ate nodes during the rerouting process to
reconfigure cross-connections does not further inpact the traffic
since it has been interrupted due to the already failed LSP

The node actions for setting up the restoration LSP can be
categorized into the follow ng:

| Reusing existing resource on

| both input and output interfaces
|

|

+

|

+

| This type of node needs to |

| reserve the existing resources
(nodes A & B in Figure 3). | and no cross-connection |

| command is needed. |
................................... e e e e m e e emmcccccmmeeeeeee .-
Reusi ng an existing resource only| This type of node needs to
on one of the interfaces, either | reserve the resources and send
i nput or output interfaces, and | the reconfiguration
usi ng new resource on the | cross-connection command to its
ot her interfaces. |

|

|

|

|

|

+

|

|

|

|

+

|

|

|

|

| correspondi ng data pl ane
| (nodes C & Ein Figure 3).

|

|

|

|

|
|
|
|
|
node on the interfaces where
new resources are needed, and

it needs to reuse the existing
resources on the other

i nterfaces.

Usi ng new resources on both This type of node needs to |
reserve the new resources
and send the cross-connection

command on both interfaces.

|
| interfaces.

| (nodes F & Gin Figure 3).
|

Table 1: Node Actions during Restoration LSP Setup

Dependi ng on whether or not the resource is reused, the node actions
differ. This deviates fromnormal LSP setup, since sone nodes do not
need to reconfigure the cross-connection. Also, the judgment of

whet her the control plane node needs to send a cross-connection setup
or nodification command to its correspondi ng data pl ane node(s)
relies on the check whether the LSPs are sharing resources.
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4.3. LSP Reversion

If the end-to-end LSP recovery schenme enpl oys the revertive behavi or
as described in Section 3 of this docunment, traffic can be reverted
fromthe restoration LSP to the working or protecting LSP after its
failure is recovered. The LSP reversion can be achi eved using two
met hods:

1. Make- Wil e-Break Reversion: resources associated with a working or
protecting LSP are reconfigured while renmoving reservations for
the restoration LSP

2. Make-Before-Break Reversion: resources associated with a working
or protecting LSP are reconfigured before renoving reservations
for the restoration LSP

I n non-packet transport networks, both of the above reversion nethods
will result in sonme traffic disruption when the restoration LSP and
the LSP being restored are sharing resources and the cross-
connections need to be reconfigured on internedi ate nodes.

4.3.1. Mdke-Whil e-Break Reversion

In this reversion nethod, restoration LSP is sinply requested to be
del eted by the head-end. Renoving reservations for restoration LSP
triggers reconfiguration of resources associated with a working or
protecting LSP on every node where resources are shared. The working
or protecting LSP state was not rempoved fromthe nodes when the
failure occurred. Whenever reservation for restoration LSP is
renoved from a node, data plane configuration changes to refl ect
reservations of working or protecting LSP as signaling progresses.
Eventual |y, after the whole restoration LSP is del eted, data plane
configuration will fully match working or protecting LSP reservations
on the whole path. Thus, reversion is conplete.

Make-whi | e-break, while being relatively sinple inits logic, has a
fewlimtations as foll ows which may not be acceptable in sone
net wor ks:

o No rollback
If, for some reason, reconfiguration of the data plane on one of the
nodes, to match working or protecting LSP reservations, fails,

falling back to restoration LSP is no | onger an option, as its state
m ght have al ready been renoved from ot her nodes.
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o No conpl etion guarantee

Del eti on of an LSP provides no guarantees of conpletion. 1In
particular, if RSVP packets are | ost due to a node or link failure,
it is possible for an LSP to be only partially deleted. To nmitigate
this, RSVP could nmaintain soft state reservations and, hence,
eventual ly renpove renai ning reservations due to refresh tineouts.
Thi s approach is not feasible in non-packet transport networks,
however, where control and data channels are often separated; hence,
soft state reservations are not useful.

Finally, one could argue that graceful LSP deletion [ RFC3473] woul d
provi de a guarantee of conmpletion. Wile this is true for nost

cases, nany inplenentations will time out graceful deletion if LSPis
not removed within certain anpunt of tine, e.g., due to a transit
node fault. After that, deletion procedures that provide no

conpl etion guarantees will be attenpted. Hence, in corner cases a
conpl eti on guarantee cannot be provided.

o No explicit notification of conpletion to head-end node

In some cases, it may be useful for a head-end node to know when the
dat a pl ane has been reconfigured to match working or protecting LSP
reservations. This know edge could be used for initiating operations
i ke enabling alarmnonitoring, power equalization, and others.
Unfortunately, for the reasons nentioned above, nake-whil e-break
reversion |l acks such explicit notification

4.3.2. Mdke-Before-Break Reversion

This reversi on method can be used to overcome linitations of make-

whi |l e-break reversion. It is sinilar in spirit to the MBB concept
used for re-optimzation. |Instead of relying on deletion of the
restoration LSP, the head-end chooses to establish a new reversion
LSP that duplicates the configuration of the resources on the working
or protecting LSP and uses identical ASSOCH ATI ON and PROTECTI ON
objects in the Path nessage of that LSP. Only if the setup of this
LSP is successful will other (restoration and working or protecting)
LSPs be del eted by the head-end. MBB reversion consists of two
parts:

A) Make part:
Creating a new reversion LSP foll owi ng working or protecting the LSP
The reversion LSP shares all of the resources of the working or

protecting LSP and may share resources with the restoration LSP. As
the reversion LSP is created, resources are
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reconfigured to match its reservations. Hence, after the reversion
LSP is created, data plane configuration reflects working or
protecting LSP reservations.

B) Break part:

After the "nake" part is finished, the original working or protecting
and restoration LSPs are torn down, and the reversion LSP becones the
new wor ki ng or protecting LSP. Renoving reservations for working or
restorati on LSPs does not cause any resource reconfiguration on the
reversion LSP -- nodes follow same procedures for the "break" part of
any MBB operation. Hence, after working or protecting and
restoration LSPs are renoved, the data plane configuration is exactly
the sane as before starting restoration. Thus, reversion is
conpl et e.

MBB reversi on uses nake-before-break characteristics to overcone
chal | enges rel ated to nmake-whil e-break reversion as foll ow

o Roll back

If the "nake" part fails, the (existing) restoration LSP will stil
be used to carry existing traffic as the restoration LSP state was
not renoved. Same |ogic applies here as for any MBB operation
failure.

o Conpl etion guarantee

LSP setup is resilient against RSVP nessage | oss, as Path and Resv
nessages are refreshed periodically. Hence, given that the network
recovers fromnode and |ink failures eventually, reversion LSP setup
is guaranteed to finish with either success or failure.

o Explicit notification of conpletion to head-end node

The head-end knows that the data plane has been reconfigured to match
wor ki ng or protecting LSP reservations on the internedi ate nodes when
it receives a Resv nessage for the reversion LSP

5. Security Considerations

Thi s docunent reviews procedures defined in [ RFC3209], [RFC4872],

[ RFC4873], and [ RFC6689] and does not define any new procedures.
Thi s docunent does not introduce any new security issues; security
i ssues were already covered in [ RFC3209], [RFC4872], [RFC4873], and
[ RFC6689] .
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6. | ANA Consi derations

Thi s docunent does not require any | ANA acti ons.
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