I nt ernet Engi neering Task Force (1 ETF) N. Zong

Request for Comments: 7263 X. Jiang
Cat egory: Standards Track R Even
| SSN: 2070-1721 Huawei Technol ogi es
Y. Zhang

Cool Pad / China Mbile

June 2014

An Extension to the REsource LCcation And Di scovery (RELOAD) Protoco
to Support Direct Response Routing

Abst ract

Thi s docunent defines an optional extension to the REsource LCcation
And Di scovery (RELOAD) protocol to support the direct response
routing node. RELOAD reconmends symmetric recursive routing for
routi ng nessages. The new optional extension provides a shorter
route for responses, thereby reducing overhead on internedi ate peers.
Thi s docunent al so describes potential cases where this extension can
be used.

Status of This Menp
This is an Internet Standards Track document.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformati on about the current status of this document, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc7263.
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1

| ntroducti on

The REsource LCcation And Di scovery (RELOAD) protocol [RFC6940]
recomends synmetric recursive routing (SRR) for routing nessages and
descri bes the extensions that would be required to support additiona
routing algorithns. 1In addition to SRR, two other routing options --
direct response routing (DRR) and relay peer routing (RPR) -- are

al so di scussed in Appendi x A of [RFC6940]. As we show in Section 3,
DRR i s advant ageous over SRR in sonme scenarios in that DRR can reduce
load (CPU and |ink bandwi dth) on intermedi ate peers. For exanmple, in
a closed network where every peer is in the sane address realm DRR
perforns better than SRR I n other scenarios, using a conbination of
DRR and SRR together is nore likely to provide benefits than if SRR

i s used al one.

Note that in this document we focus on the DRR node and its
extensions to RELOAD to produce a standal one solution. Please refer
to [ RFC7264] for details on the RPR node.

We first discuss the problemstatenent in Section 3. How to conbine
DRR and SRR is presented in Section 4. An extension to RELOAD to
support DRR is defined in Section 5. Sone optional methods to check
peer connectivity are introduced in Appendix A In Appendix B, we

gi ve a conparison of the cost of SRR and DRR in both managed and open
net wor ks.

Ter m nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY"', and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

We use term nol ogy and definitions fromthe base RELOAD specification
[ RFC6940] extensively in this docunent. W also use terns defined in
the NAT behavi or di scovery docunment [RFC5780]. Oher ternms used in
thi s docunent are defined inline when used and are al so defined bel ow
for reference

Publicly Reachable: A peer is publicly reachable if it can receive
unsol icited messages from any other peer in the same overl ay.

Note: "Publicly" does not nean that the peers nust be on the
public Internet, because the RELOAD protocol may be used in a

cl osed networKk.
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Direct Response Routing (DRR): "DRR' refers to a routing node in
whi ch responses to Peer-to-Peer SIP (P2PSI P) requests are returned
to the sending peer directly fromthe destination peer based on
the sending peer’'s own |local transport address(es). For
simplicity, the abbreviation "DRR" is used in the rest of this
docunent .

Synmetric Recursive Routing (SRR): "SRR' refers to a routing node
i n which responses follow the reverse path of the request to get
to the sending peer. For sinplicity, the abbreviation "SRR' is
used in the rest of this document.

Rel ay Peer Routing (RPR): "RPR' refers to a routing node in which
responses to P2PSI P requests are sent by the destination peer to
the transport address of a relay peer that will forward the
responses towards the sending peer. For sinplicity, the
abbreviation "RPR' is used in the rest of this docunent.

3. Overview

RELOAD i s expected to work under a great nunber of application
scenarios. The situations where RELOAD is to be deployed differ
greatly. For instance, some deploynments are global, such as a
Skype-like systemintended to provide public service, while others
run in small-scale closed networks. SRR works in any situation, but
DRR may work better in some specific scenarios.

3.1. SRR and DRR
RELOAD i s a sinple request-response protocol. After sending a
request, a peer waits for a response froma destination peer. There
are several ways for the destination peer to send a response back to
the source peer. In this section, we will provide detail ed
i nformati on on two routing nodes: SRR and DRR
Sone assunptions are nade in the illustrations that foll ow

1) Peer A sends a request destined to a peer who is the responsible
peer for a Resource-ID k.

2) Peer X is the root peer responsible for Resource-I1D k.

3) The internediate peers for the path fromA to X are peers B, C,
and D.
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3.1.1. Symmretric Recursive Routing (SRR

For SRR, when the request sent by peer Ais received by an

i nternedi ate peer B, C, or D, each internediate peer will insert

i nformati on on the peer fromwhomthey got the request in the

Via List, as described in RELOAD [ RFC6940]. As a result, the
destination peer X will know the exact path that the request has
traversed. Peer X will then send back the response in the reverse
path by constructing a Destination List based on the Via List in the
request. Figure 1 illustrates SRR

A B C D X
| Request |

|
|
| Request |
|
|

Request

I
I
I
I
I | <--mmmmeo-- I
I
I
I

Response

Fi gure 1: SRR Mode

SRR works in any situation, especially when there are NATs or
firewalls. A downside of this solution is that the nmessage takes
several hops to return to the peer, increasing the bandw dth usage
and CPU/ battery | oad of nmultiple peers.

3.1.2. Direct Response Routing (DRR

In DRR, peer X receives the request sent by peer A through
internediate peers B, C, and D, as in SRR However, peer X sends the
response back directly to peer A based on peer A's |local transport
address. In this case, the response is not routed through

i nternedi ate peers. Figure 2 illustrates DRR Using a shorter route
nmeans | ess overhead on internedi ate peers, especially in the case of
wi rel ess networks where the CPU and uplink bandwi dth are |imted.

For exanple, in the absence of NATs, or if the NAT inplenents
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endpoi nt -i ndependent filtering, this is the optinmal routing
technique. Note that establishing a secure connection requires
multiple round trips. Please refer to Appendix B for a cost
conpari son between SRR and DRR.

| Request |

A B C D X
|
|
| Request |
|
|

Fi gure 2: DRR Mode
3.2. Scenarios Wiere DRR Can Be Used

This section lists several scenarios where using DRR woul d work and
identifies when the increased efficiency woul d be advant ageous.

3.2.1. Managed or C osed P2P Systens

The properties that make P2P technol ogy attractive, such as the |ack
of need for centralized servers, self-organization, etc., are
attractive for nanaged systens as well as unmanaged systens. Many of
these systens are depl oyed on private networks where peers are in the
same address real mand/or can directly route to each other. 1In such
a scenario, the network admi nistrator can indicate preference for DRR
in the peer’s configuration file. Peers in such a system woul d
always try DRR first, but peers MJUST al so support SRR in case DRR
fails. During the process of establishing a direct connection with
the sending peer, if the responding peer receives a request with SRR
as the preferred routing node (or it fails to establish the direct
connection), the respondi ng peer SHOULD NOT use DRR but instead
switch to SRR The sinple policy is to try DRRand, if this fails,
switch to SRR for all connections. 1In a finer-grained policy, a peer
woul d keep a list of unreachabl e peers based on trying DRR and then
woul d use only SRR for those peers. The advantage of using DRR is
network stability, since it puts | ess overhead on the internediate
peers that will not route the responses. The internediate peers wll
need to route fewer nmessages and will save CPU resources as well as

I i nk bandw dt h usage.

Zong, et al. St andards Track [ Page 7]



RFC 7263 P2PSI P DRR June 2014

3.2.2. Wreless Scenarios

In some nobile depl oynents, using DRR may hel p reduce radio battery
usage and bandwi dth by the intermedi ate peers. The service provider
may reconmend usi ng DRR based on his know edge of the topol ogy.

4. Rel ationship between SRR and DRR
4.1. How DRR Wbrks

DRR is very sinple. The only requirement is for the source peers to
provide their potential (publicly reachable) transport address to the
destinati on peers, so that the destinati on peer knows where to send
the response. Responses are sent directly to the requesting peer

4.2. How SRR and DRR Work Toget her

DRR is not intended to replace SRR It is better to use these two
nodes together to adapt to each peer’s specific situation. 1In this
section, we give sone infornmative suggestions for howto transition
bet ween the routing nodes in RELOAD

According to [ RFC6940], SRR MJST be supported. An overlay MAY be
configured to use alternative routing algorithns, and alternative
routing algorithnms MAY be sel ected on a per-nessage basis. That is,
a node in an overlay that supports SRR and sonme other routing
algorithm-- for example, DRR -- night use SRR sone of the tinme and
DRR some of the tine. A node joining the overlay should get the
preferred routing node fromthe configuration file. |If an overlay
runs within a private network and all peers in the systemcan reach
each other directly, peers MAY send nost of the transactions with
DRR. However, DRR SHOULD NOT be used in the open Internet or if the
adnmi ni strator does not feel he has enough information about the
overlay network topology. A new overlay configuration el ement

speci fying the usage of DRRis defined in Section 6.

Al ternatively, a peer can collect statistical data on the success of
the different routing nodes based on previous transactions and keep a
list of non-reachabl e addresses. Based on this data, the peer will
have a clearer view of the success rate of different routing nodes.
In addition to data on the success rate, the peer can also get data
of finer granularity -- for exanple, the nunber of retransm ssions
the peer needs to achieve a desirabl e success rate.

A typical strategy for the peer is as follows. A peer chooses to
start with DRR based on the configuration. Based on the success rate
as indicated by statistics on | ost nmessages or by responses that used
DRR, the peer can either continue to offer DRR first or switch to
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SRR Note that a peer should use the DRR success statistics to
deci de whether to continue using DRR or fall back to SRR  Making
such a deci sion per specific connection is not reconmended; this
shoul d be an application deci sion.

5. DRR Extensions to RELOAD
Addi ng support for DRR requires extensions to the current RELOAD

protocol. In this section, we define the required extensions,
i ncludi ng extensions to nmessage structure and nmessage processi ng.

5.1. Basic Requirenents

Al peers MJST be able to process requests for routing in SRR and MAY
support DRR routing requests.

5.2. Modification to RELOAD Message Structure

RELOAD provi des an extensible framework to acconmodate future
extensions. |In this section, we define a Forwardi ngOption structure
to support DRR node. Additionally, we present a state-keeping flag
to informintermedi ate peers if they are allowed to not mmintain
state for a transacti on.

5.2.1. State-Keeping Flag

RELOAD al lows intermediate peers to naintain state in order to
i mpl enent SRR -- for example, for inplenenting hop-by-hop

retransmssion. |If DRRis used, the response will not follow the
reverse path, and the state in the internedi ate peers will not be
cleared until such state expires. In order to address this issue, we

define a new flag, state-keeping flag, in the Forwardi ngOption
structure to indicate whether the state-keeping is required in the
i nternedi ate peers.

Fl ag: 0x08 | GNORE- STATE- KEEPI NG
| f | GNORE- STATE- KEEPI NG i s set, any peer receiving this nmessage but

who is not the destination of the nessage SHOULD forward the nessage
with the full Via List and SHOULD NOT maintain any internal state.
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5.2.2. Extensive Routing Mde
Thi s docunent introduces a new forwarding option for an extensive
routing node. This option conforms to the description in
Section 6.3.2.3 of [RFC6940].

We first define a new type to define the new option,
ext ensi ve_routi ng_node:

The option value that defines the ExtensiveRouti ngMbdeOpti on
structure is illustrated bel ow

enum {(0), DRR(1), (255)} Rout eMde;

struct {
Rout eMode rout enode;
Over |l ayLi nkType transport;
| pAddr essPor t i paddr essport;
Destination desti nati ons<1..278-1>;

} Ext ensi veRout i ngMbdeOpt i on;

The above structure reuses the Overl ayLi nkType, Destination, and
| pAddressPort structures as defined in Sections 6.5.1.1, 6.3.2.2, and
6.3.1.1 of [RFC6940], respectively.

Rout eMbde: refers to which type of routing node is indicated to the
desti nati on peer

Overl ayLi nkType: refers to the transport type that is used to deliver
responses fromthe destination peer to the sending peer

| pAddressPort: refers to the transport address that the destination
peer will use for sending responses. This will be a sending peer
address for DRR

Destination: refers to the sending peer itself. |If the routing node

is DRR, then the destination only contains the sending peer’s
Node- | D
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5.3. Creating a Request
5.3.1. Creating a Request for DRR

VWhen using DRR for a transaction, the sending peer MJST set the

| GNORE- STATE-KEEPI NG flag in the Forwardi ngHeader. Additionally, the
peer MUST construct and include a Forwardi ngOption structure in the
For war di ngHeader. Wen constructing the Forwardi ngOption structure,
the fields MJST be set as foll ows:

1) The type MJST be set to extensive_routing_node.

2) The ExtensiveRouti ngModeOption structure MJST be used for the
option field within the Forwardi ngOQption structure. The fields
MUST be defined as foll ows:

2.1) routenode set to 0x01 (DRR).
2.2) transport set as appropriate for the sender

2.3) ipaddressport set to the peer’s associated transport
addr ess.

2.4) The destination structure MJST contain one val ue, defined
as type "node" and set with the sending peer’'s own val ues.

5.4. Request and Response Processing

This section gives normative text for nmessage processing after DRR i s
i ntroduced. Here, we only describe the additional procedures for
supporting DRR. Please refer to [ RFC6940] for RELOAD base
procedures.

5.4.1. Destination Peer: Receiving a Request and Sendi ng a Response

When the destination peer receives a request, it will check the
options in the forwarding header. |If the destination peer cannot
understand the extensive_ routing node option in the request, it MJST
attenpt to use SRR to return an "Error_Unknown_Extensi on" response
(defined in Sections 6.3.3.1 and 14.9 of [RFC6940]) to the sending
peer .

If the routing node is DRR, the destination peer MJST construct the
Destination List for the response with only one entry, using the
requesting peer’s Node-ID fromthe Via List in the request as the
val ue.

Zong, et al. St andards Track [ Page 11]



RFC 7263 P2PSI P DRR June 2014

In the event that the routing node is set to DRR and there i s not
exactly one destination, the destination peer MJUST try to return an
"Error_Unknown_Ext ensi on" response (defined in Sections 6.3.3.1 and
14.9 of [RFC6940]) to the sending peer using SRR

After the peer constructs the Destination List for the response, it
sends the response to the transport address, which is indicated in
the i paddressport field in the option using the specific transport
node in the Forwardi ngOption. |If the destination peer receives a
retransmt with SRR preference on the message it is trying to respond
to now, the responding peer SHOULD abort the DRR response and

use SRR

5.4.2. Sending Peer: Receiving a Response

Upon receiving a response, the peer follows the rules in [ RFC6940].
The peer SHOULD note if DRR worked, in order to decide whether to
offer DRR again. |If the peer does not receive a response until the
timeout, it SHOULD resend the request using SRR

6. Overlay Configuration Extension
Thi s docunent extends the RELOAD overlay configuration (see
Section 11.1 of [RFC6940]) by addi ng one new el enent, "route-node",
i nside each "configuration" el enent.

The Conpact Regul ar Language for XM. Next GCeneration (RELAX NG
grammar for this elenent is:

nanespace route-node = "urn:ietf:parans: xm :ns:p2p: route-node"”
paraneter &= el enent route-node:nobde { xsd:string }?
Thi s namespace is added into the <mandatory-extension> elenent in the
overlay configuration file. The defined routing nodes include DRR

and RPR

The node can be DRR or RPR and, if specified in the configuration
shoul d be the preferred routing node used by the application

7. Security Considerations

The normative security reconmmendations of Section 13 of [RFC6940] are
applicable to this docunent. As a routing alternative, the security
part of DRR conforns to Section 13.6 of [RFC6940], which describes
routing security. For exanple, the DRR routing option provides

i nformati on about the route back to the source. According to
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Section 13.6 of [RFC6940], the entire DRR routing nessage MJST be
digitally signed and sent over via a protected channel to protect the
DRR routing information.

8. | ANA Consi derations

8.1. A New RELOAD Forwardi ng Option

A new RELOAD Forwardi ng Option type has been added to the "RELQAD
Forwardi ng Option" registry defined in [ RFC6940].

Code: 2
Forwar di ng OQption: extensive_routing_node

8.2. A New | ETF XM. Registry

| ANA has registered the following URN in the "XM. Nanmespaces" cl ass
of the "I ETF XM. Registry" in accordance with [ RFC3688].

URI: urn:ietf:parans:xm:ns: p2p: route-node
Regi strant Contact: The |ESG
XM.: Thi s specification
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Appendi x A.  Optional Methods to Investigate Peer Connectivity

This section is for informational purposes only and provides sone
mechani sns that can be used when the configuration information does
not specify if DRR can be used. It summarizes sone nethods that can
be used by a peer to determine its own network |ocation conpared with
NAT. These nmethods may hel p a peer to decide which routing node it
may wish to try. Note that there is no fool proof way to determ ne
whet her a peer is publicly reachable, other than via out-of-band
mechani snms.  Thi s docunment addresses UNil ateral Self-Address Fixing
(UNSAF) [RFC3424] considerations by specifying a fallback plan to SRR
[ RFC6940]. SRR is not an UNSAF nechanism This docunent does not
defi ne any new UNSAF nechani sns.

For DRR to function correctly, a peer may attenpt to determn ne
whether it is publicly reachable. If it is not, the peer should fal
back to SRR If the peer believes it is publicly reachable, DRR may
be attenpted. NATs and firewalls are two major contributors to
preventing DRR fromfunctioning properly. There are a nunber of
techni ques by which a peer can get its reflexive address on the
public side of the NAT. After obtaining the reflexive address, a
peer can performfurther tests to |l earn whether the refl exi ve address

is publicly reachable. |If the address appears to be publicly
reachabl e, the peer to which the address bel ongs can use DRR for
responses.

Sone conditions that are unique in P2PSIP architecture could be

| everaged to facilitate the tests. In a P2P overlay network, each
peer has only a partial view of the whole network and knows of a few
peers in the overlay. P2P routing algorithnms can easily deliver a
request froma sending peer to a peer with whomthe sendi ng peer has
no direct connection. This nmakes it easy for a peer to ask other
peers to send unsolicited nessages back to the requester.

In the follow ng sections, we first introduce several ways for a peer
to get the addresses needed for further tests. Then, a test for
| ear ni ng whet her a peer may be publicly reachable is proposed.

A l. Getting Addresses to Be Used as Candi dates for DRR

In order to test whether a peer may be publicly reachable, the peer
should first get one or nore addresses that will be used by other
peers to send himnessages directly. This address is either a |loca
address of a peer or a translated address that is assigned by a NAT
to the peer.
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Session Traversal UWilities for NAT (STUN) is used to get a reflexive
address on the public side of a NAT with the help of STUN servers.
NAT behavi or di scovery using STUN is specified in [RFC5780]. Under
the RELOAD architecture, a few infrastructure servers can be

| everaged for discovering NAT behavior, such as enrollnent servers,

di agnostic servers, bootstrap servers, etc.

The peer can use a STUN Bi ndi ng request to one of the STUN servers to
trigger a STUN Binding response, which returns the reflexive address
fromthe server’s perspective. |If the reflexive transport address is
the sanme as the source address of the Binding request, the peer can
determ ne that there is likely no NAT between it and the chosen
infrastructure server. (Certainly, in sone rare cases, the allocated
address happens to be the sane as the source address. Further tests
will detect this case and rule it out in the end.) Usually, these
infrastructure servers are publicly reachable in the overlay, so the
peer can be considered publicly reachable. On the other hand, using
the techniques in [RFC5780], a peer can al so decide whether it is
behi nd a NAT wi th endpoint-i ndependent nappi ng behavior. |f the peer
is behind a NAT with endpoint-independent nmappi ng behavior, the

refl exi ve address should also be a candidate for further tests.

The Universal Plug and Play Internet Gateway Device (UPnP-1GD) [I| GD2]
is a nechanismthat a peer can use to get the assigned address from
its residential gateway, and after obtaining this address to

conmuni cate it with other peers, the peer can receive unsolicited
nessages from outside, even though it is behind a NAT. So, the
address obtai ned through the UPnP mechani sm shoul d al so be used for
further tests.

Anot her way that a peer behind NAT can learn its assigned address by
NAT is via the NAT Port Mapping Protocol (NAT-PWP) [RFC6886]. As
with UPnP-1GD, the address obtained using this nechani sm should al so
be tested further.

The above techni ques are not exhaustive. These techniques can be
used to get candidate transport addresses for further tests.

A.2. Public Reachability Test

Using the transport addresses obtained by the above techni ques, a
peer can start a test to |learn whether the candidate transport
address is publicly reachable. The basic idea of the test is that a
peer sends a request and expects another peer in the overlay to send
back a response. |If the response is successfully received by the
sendi ng peer and the peer giving the response has no direct
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connection with the sending peer, the sending peer can determ ne that
the address is probably publicly reachabl e and hence the peer may be
publicly reachable at the tested transport address.

In a P2P overlay, a request is routed through the overlay and finally
a destination peer will term nate the request and give the response.
In a large system there is a high probability that the destination
peer has no direct connection with the sending peer. Every peer

mai ntai ns a connection table, particularly in the RELOAD
architecture, so it is easier for a peer to see whether it has direct
connection with another peer.

If a peer wants to test whether its transport address is publicly
reachable, it can send a request to the overlay. The routing for the
test nessage woul d be different from other kinds of requests because
it is not for storing or fetching sonething to or fromthe overl ay,

or for locating a specific peer; instead, it is to get a peer who can
deliver to the sending peer an unsolicited response and who has no
direct connection with him Each intermedi ate peer receiving the
request first checks to see whether it has a direct connection wth
the sending peer. |If there is a direct connection, the request is
routed to the next peer. |If there is no direct connection, the

i nternedi ate peer termi nates the request and sends the response back
directly to the sending peer with the transport address under test.

After performing the test, if the peer determines that it may be
publicly reachable, it can try DRR in subsequent transactions.

Appendi x B. Conparison of Cost of SRR and DRR

The maj or advantage of using DRRis that it reduces the nunber of

i nternedi ate peers traversed by the response. This reduces the |oad,
such as processi ng and conmuni cati on bandwi dth, on those peers’
resour ces.

B.1. dosed or Managed Networks

As described in Section 3, many P2P systens run in a closed or
managed environnent (e.g., carrier networks), so network
adm ni strators woul d know that they could safely use DRR

SRR uses nore routing hops than DRR. Assunming that there are N peers
in the P2P system and Chord [ Chord] [w ki Chord] is applied for
routing, the nunber of hops for a response in SRR and in DRR are
listed in the following table. Establishing a secure connection

bet ween t he sendi ng peer and the respondi ng peer with Transport Layer
Security (TLS) or Datagram TLS (DTLS) requires multiple nmessages.
Not e that establishing (D) TLS secure connections for a P2P overlay is
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not optimal in some cases, e.g., DRR where (D)TLS is heavy for
temporary connections. Therefore, in the followi ng table we show the
cases of 1) no (D)TLS in DRR and 2) still using DILS in DRR as
sub-optimal. As the worst-cost case, seven (7) nessages are used
during DTLS handshaking [DTLS]. (The TLS handshake is a negotiation
protocol that requires two (2) round trips, while the DILS handshake
is a negotiation protocol that requires three (3) round trips.)

Mode | Success | No. of Hops | No. of Msgs
SRR | Yes | log(N) | | og(N)
DRR | Yes | 1

DRR (DTLS) | Yes | 1 | 7+1

Tabl e 1: Conparison of SRR and DRR in C osed Networks
From t he above conparison, it is clear that:

1) In nost cases when the nunber of peers (N) > 2 (271), DRR uses
fewer hops than SRR Using a shorter route neans |ess overhead
and resource usage on intermedi ate peers, which is an inportant
consi deration for adopting DRR in the cases where such resources
as CPU and bandwidth are limted, e.g., the case of npbile,
wi rel ess networks.

2) In the cases when N > 256 (278), DRR al so uses fewer nessages
than SRR

3) In the cases when N < 256, DRR uses nore nmessages than SRR (but
still uses fewer hops than SRR), so the consideration of whether
to use DRR or SRR depends on other factors such as using | ess
resources (bandwi dth and processing) fromthe internedi ate peers.
Section 4 provides use cases where DRR has a better chance of
wor ki ng or where the considerations of internediary resources are
i mportant.
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B.2. Open Networks

In open networks (e.g., the Internet) where DRRis not guaranteed to
work, DRR can fall back to SRRif it fails after trial, as described
in Section 4. Based on the same settings as those listed in
Appendi x B. 1, the nunmber of hops, as well as the nunber of nessages
for a response in SRR and DRR, are listed in the follow ng table:

Mode | Success | No. of Hops | No. of Msgs
SRR | Yes | 1og(N | 1og(N
DRR | Yes | 1 | 1

| Fail & fall back to SRR | 1+l og(N) | 1+l og(N)
DRR (DTLS) | Yes | 1 | 7+1

| | |

Fail & fall back to SRR 1+l og(N)

Tabl e 2: Conparison of SRR and DRR in Open Networks

Fromt he above conparison, it can be observed that trying to first
use DRR could still provide an overall number of hops | ower than
directly using SRR Suppose that P peers are publicly reachable; the
nunber of hops in DRR and SRR is P*1+(N-P)*( 1+l ogN) and N¢I ogN,
respectively. The condition for fewer hops in DRRis

P*1+(N-P)*( 1+l ogN) < N*logN, which is P/N > 1/1ogN. This neans that
when the nunber of peers (N) grows, the required ratio of publicly
reachabl e peers P/N for fewer hops in DRR decreases. Therefore, the
chance of trying DRR with fewer hops than SRR i nproves as the scale
of the network increases.
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