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Abst r act

This docunent briefly introduces the existing nmechani sns that could
be utilized for IPv6 site renunbering and tries to cover nost of the
explicit issues and requirenments associated with | Pv6 renumnbering.
The content is mainly a gap analysis that provides a basis for future
works to identify and devel op solutions or to stinulate such

devel opnent as appropriate. The gap analysis is organized by the
mai n steps of a renunbering process.

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
published for informational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the |IETF conmunity. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the IESG are a candidate for any |level of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc7010.
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1

| ntroducti on

As introduced in [RFC5887], renunbering, especially for mediumto

| arge sites and networks, is currently viewed as expensive and
painful. This error-prone process is avoi ded by network nanagers as
much as possible. |If IPv6 site renunbering continues to be
considered difficult, network managers will turn to Provider

| ndependent (Pl) addressing for IPv6 as an attenpt to minimze the
need for future renunbering. However, wi despread use of Pl
addressing may create very serious BGP4 scaling problens [ RFC4984].
It is thus desirable to devel op tools and practices that make
renunbering a sinpler process and reduces denand for | Pv6 Pl space.

Bui | di ng upon the I Pv6 enterprise renunbering scenarios described in
[ RFC6879], this docunment perforns a gap analysis to provide a basis
for future work to identify and devel op solutions or to stimulate
such devel opment as appropriate. The gap analysis is organized
according to the main steps of a renunbering process, which includes
prefix managenent, node address (re)configuration, and updates to
address-rel evant entries in various devices such as firewalls,
routers and servers, etc. Renunbering event managenment is presented
i ndependently fromthe steps of a renunbering process in order to
identify some operational and adm nistrative gaps in renunbering.

Thi s docunent starts fromexisting work in [ RFC5887] and [ RFC4192].

It further analyzes and identifies the valuable and sol vabl e i ssues,
di gs out of sonme undiscovered gaps, and gives sone sol ution
suggestions. This document considers the make-before-break approach
as a premse for the gap analysis, so readers should be famliar with
[ RFC4192] .

Renunbering nodes with static addresses has a particul ar set of
probl ems, thus discussion of that space has been covered in a related
docunent [ RFC6866] .

Thi s docunent does not cover the unplanned energency renunbering
cases.

Overall Requirenents for Renunbering

This section introduces the overall goals of a renunmbering event. In
general, we need to | everage renunbering automation to avoid human

i ntervention as much as possible at a reasonable cost. Sonme existing
nmechani sns al ready provide useful capabilities.

The automati on can be divided into four aspects as foll ows.
(Detailed analysis of the four aspects is presented respectively in
Sections 4 through 7.)
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o Prefix delegation and delivery should be automatic and accurate in
aggregati on and coordi nation

0 Address reconfiguration should be automatically achieved through
standard protocols with m ni mum hurman intervention

0 Address-rel evant entry updates should be perfornmed together and
wi t hout error.

o Renunbering event managenment is needed to provide the functions of
renunbering notification, synchronization, and nonitoring.

Besi des automati on, session survivability is another inportant issue
during renunbering since application outage is one of the nost

obvi ous inpacts that make renunbering pai nful and expensive. Session
survivability is a fundanental issue that cannot be solved within a
renunbering context only. However, the [RFC4192] make- bef ore-break
approach, which uses the address lifetime nmechanisns in | Pv6

St at el ess Address Autoconfiguration (SLAAC) and Dynam ¢ Host
Configuration Protocol for IPv6 (DHCPv6), allows for a snooth
transition nechanismfromold to new prefixes. |In npbst cases, since
we can set the transition period to be |ong enough to cover the
ongoi ng sessions, we consider this mechanismsufficient to avoid

br oken sessions in IPv6 site renunbering. (Please note that if
nmul ti pl e addresses are runni ng on hosts sinultaneously, the address
sel ection [ RFC6724] needs to be carefully handled.)

Exi sting Components for |Pv6 Renunbering

Since renunbering is not a new issue, some protocols and nmechani sns
have already been utilized for this purpose. There are also sone
dedi cated protocols and mechani sms that have been devel oped for
renunmbering. This section briefly reviews these existing protocols
and nechani sns to provide a basis for the gap anal ysis.

Rel evant Prot ocol s and Mechani sns

o Router Advertisenment (RA) nessages, defined in [ RFC4861], are used
to deprecate prefixes that are old or announce prefixes that are
new, and to advertise the availability of an upstreamrouter. In
renunmbering, RA is one of the basic nechanisns for host
configuration.

o Wen renunbering a host, SLAAC [ RFC4862] may be used for address
configuration with the new prefix(es). Hosts receive RA nmessages
that contain a routable prefix(es) and the address(es) of the
default router(s); then hosts can generate an | Pv6 address(es) by
t hensel ves.
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Hosts that are configured through DHCPv6 [ RFC3315] obtain new
addresses through the renewal process or when they receive the
reconfiguration nessages initiated by the DHCPv6 servers.

DHCPv6- PD (Prefix Del egation) [RFC3633] enabl es aut onated
del egation of IPv6 prefixes using the DHCPvG6.

[ RFC2894] defines standard | CMPv6 nessages for router renunbering.
This is a dedicated protocol for renunbering, but we are not aware
of real network depl oynent.

Managenent Tool s

Sone renunbering operations could be autonatically processed by
managenment tools in order to nmake the renunbering process nore
efficient and accurate. The tools may be designed specifically for
renunbering, or conmon tools could be utilized for some of the
renunberi ng operations.

Fol | owi ng are exanpl es of such tools:

(0]

Li u,

| P address nanagenment (IPAM tools. There are both commercial and
open-source solutions. |[PAMtools are used to nmanage | P address
pl ans and usually integrate the DHCPv6 and DNS services together
as a whole solution. WMany mature conmercial tools can support
managenent operations, but normally they do not have dedi cated
renunbering functions. However, the integrated DNS/ DHCPv6

servi ces and address managenent function can obviously facilitate
the renunbering process.

Third-party tools. Sone organizations use third-party tools to
push configuration to devices. This is sonetinmes used as a

suppl enent to vendor-specific solutions. A representative of such
a third-party tool is [CFENG NE].

Macros. [LEROY] proposed a nechani sm of nmacros to automatically
update the address-rel evant entries/configurations inside the DNS
firewall, etc. The macros can be delivered through the SOAP
protocol from a network managenent server to the managed devi ces.

Asset managenent tools/systens. These tools may provide the
ability to manage configuration files in devices so that it is
convenient to update the address-rel evant configuration in these
devi ces.
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3.

4.

4.

3. Procedures and Policies

o [RFC4192] proposed a procedure for renunmbering an | Pv6 network
wi thout a flag day. The docunent includes a set of operationa
suggestions that can be foll owed step by step by network
administrators. It should be noted that the adm nistrators need
to carefully deal with the address selection issue, while the old
and new prefixes are both avail able during the overl appi ng period
as described in the procedures in [RFC4192]. The address
sel ection policies mght need to be updated after renumbering, so
the administrator could | everage the address-sel ection-policy
di stribution nmechani smas described in [ 6MAN- ADDR- OPT] .

0 [RFC6879] analyzes the enterprise renunbering events and makes
reconmendati ons based on the existing renunbering nmechani sns.
According to the different stages, renunbering considerations are
described in three categories: considerations and reconmendati ons
during network design, for the preparation of enterprise network
renunbering, and during the renunbering operation

Managi ng Prefixes

VWhen renunbering an | Pv6 enterprise site, the key procedural issue is
switching the old prefix(es) to a new one(s). A new short prefix nmay
be divided into | onger ones for subnets, so we need to carefully
manage the prefixes to ensure they are synchroni zed and coordi nat ed
wi thin the whol e network.

1. Prefix Delegation

For big enterprises, the new short prefix(es) usually comes down
through of fline human comunication. But, for the SCHO style (Snal
Ofice, Home OFfice) SMEs (Snall & Medium Enterprises), the prefixes
m ght be dynanically received by DHCPv6 servers or routers inside the
enterprise networks. The short prefix(es) could be automatically

del egat ed t hrough DHCPv6- PD. Then the downlink DHCPv6 servers or
routers coul d begin advertising the |onger prefixes to the subnets.

The del egation routers mght need to renunber thenselves with the new
del egated prefixes. So, there should be a mechanismto informthe
routers to renunber thensel ves by del egated prefixes; there should

al so be a mechanismfor the routers to derive addresses automatically
based on the del egated prefixes.
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4. 2.

5.

Prefix Assignnent

When subnet routers receive the | onger prefixes, they can advertise a
prefix on a link to which hosts are connected. Host address
configuration, rather than routers, is the primary concern for prefix
assi gnment, which is described in Section 5. 1.

Addr ess Configuration
Host Address Configuration
0 SLAAC and DHCPv6 I nteraction Probl ens

Bot h DHCPv6 and Nei ghbor Di scovery (ND) protocols have an IP
address configuration function, which are suitable for different
scenarios. During renumnbering, the SLAAC-configured hosts can
reconfigure | P addresses by receiving ND Router Advertisenent (RA)
nmessages containing new prefix information. (It should be noted
that the prefix delivery could be achieved through DHCPv6
according to [ PREFI X-DHCPv6]). The DHCPv6-confi gured hosts can
reconfigure addresses by initiati ng RENEW sessi ons [ RFC3315] when
the current addresses’ |lease times are expired or when they
recei ve reconfiguration nmessages initiated by the DHCPv6 servers.

Sonetimes the two address configuration nodes nay be available in
the same network. This would add additional conplexity for both
the hosts and networ k managemnent .

Wth the flags defined in RA (ManagedFlag (M indicating the
DHCPv6 service available in the network; O herConfigFlag (O

i ndi cating other configurations such as DNS/routing), the two
separ at ed address configurati on nodes are correlated. However,
the ND protocol does not define the flags as prescriptive but only
as advisory. This has led to variation in the behavior of hosts
when interpreting the flags; different operating systens have

foll owed di fferent approaches. (For nore details, please refer to
[ DHCPv6- SLAAC] and [ 6RENUM SLAAC] .)

The i nmpact of ambi guous M O flags includes the foll ow ng aspects:

- DHCPv6-configured hosts mght not be able to be renunbered by
RA

It is unclear whether a DHCPv6-configured host will accept
address configuration though RA nessages, especially when the M
flag transitions from1l to 0; this depends on the

i mpl enentati on of the operating system It m ght not be

possi ble for admnnistrators to only use RA nessages for
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5.

Li u,

renunbering, since renunbering mght fail on sone already
DHCPv6- confi gured hosts. This neans admi nistrators have to use
DHCPv6 reconfiguration for some DHCPv6-configured hosts. It is
not conveni ent, and DHCPv6 reconfiguration is not suitable for
bul k usage as anal yzed bel ow.

- DHCPv6-configured hosts might not be able to | earn new RA
prefixes

[ RFC5887] nentions that DHCPv6-configured hosts may want to

| earn about the upstream availability of new prefixes or |oss
of prior prefixes dynam cally by deducing this fromperiodic RA
nessages. Rel evant standards [ RFC4862] [ RFC3315] are amnbi guous
about what approach should be taken by a DHCPv6-confi gured host
when it receives RA nessages containing a new prefix. Current
behavi or depends on the operating system of the host and cannot
be predicted or controlled by the network.

- SLAAC-configured hosts m ght not be able to add a DHCPv6
addr ess(es)

The behavi or when the host receives RA nmessages with the Mflag
set is unspecified.

The host nay start a DHCPv6 session and receive the DHCPv6
address configuration, or it may just ignore the nessages.
Whet her the hosts start DHCPv6 configuration is outside the
control of the network side.

Rout er Address Configuration
Learni ng New Prefixes

As described in [ RFC5887], "if a site wanted to be multi honed
using multiple provider-aggregated (PA) routing prefixes with one
prefix per upstream provider, then the interior routers would need
a nechanismto | earn which upstream providers and prefixes were
currently reachable (and valid). |In this case, their Router
Adverti sement nessages coul d be updated dynamically to only
advertise currently valid routing prefixes to hosts. This would
be significantly nore complicated if the various provider prefixes
were of different lengths or if the site had non-uniform subnet
prefix lengths."
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6.

o

Restarting After Renunbering

As [ RFC2072] nentions, sone routers cache | P addresses in sone
situations, so routers mght need to be restarted as a result of
site renunbering. While nbst nodern systenms support a cache-cl ear
function that elimnates the need for restarts, there are al ways
exceptions that nust be taken into account.

Rout er Narmi ng

[ RFC4192] states that "To better support renumbering, sw tches and
routers should use donmain nanes for configuration wherever
appropriate, and they should resolve those nanmes using the DNS
when the lifetime on the name expires". As [RFC5887] descri bed,
this capability is not new, and currently it is present in nost

| Psec VPN inpl erentations. However, nany adm nistrators may need
to be alerted to the fact that it can be utilized to avoid manua
nodi fication during renunbering.

Updati ng Address-Rel evant Entries

In conjunction with renunbering the nodes, any configuration or data
store containing previous addresses must be updated as well. Sone
exanpl es include DNS records and filters in various entities such as
Access Control Lists (ACLs) in firewalls/gateways.

1

Li u,

DNS Records Updat e
Secure Dynamic DNS (DDNS) Update

In real network operations, a DNS update is nornally achi eved by
mai ntaining a DNS zone file and loading this file into the site’s
DNS server(s). Synchroni zati on between host renunbering and the
updating of its AAAA record is hard. [RFC5887] discusses an
alternative that uses the Secure Dynam c DNS Update [ RFC3007], in
whi ch a host informs its own DNS server when it receives a new
address.

The Secure Dynami ¢ DNS Update has been widely supported by the
maj or DNS i mpl enentations, but it hasn't been wi dely depl oyed.

Nor mal hosts are not suitable to do the update, mainly because of
the conpl ex key-nanagenent issues inherited from secure DNS
nmechani sns, so current practices usually assign DHCP servers to
act as DNS clients to request that the DNS server update rel evant
records [ RFCA704]. The key-nanagenent problemis tractable in the
case of updates for a limted number of servers, so Dynam c DNS
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6.

6. 3.

2.

updates coul d serve as a suitable solution for keeping server DNS
records up to date on a typical enterprise network. However, this
solution is not easily applicable to hosts in general

To address the | arger use case of arbitrary non-server hosts being
renunbered, DHCP servers have to |learn that the rel evant hosts
have changed their addresses and thus trigger the DDNS update. |If
the hosts were nunbered and al so renunbered by DHCP, it would be
easy for the DHCP servers to |l earn the address changes; however,

if the hosts were nunmbered by SLAAC, then there could be trouble.

I n- Host Server Address Update

Wil e DNS stores the addresses of hosts in servers, hosts are al so
configured with the addresses of servers, such as DNS and RADI US
servers [RFC2865]. Wile renunbering, the hosts must update these
addresses if the server addresses change.

In principle, the addresses of DHCPv6 servers do not need to be
updat ed since they could be dynamically discovered through
DHCPv6-rel evant multicast nessages. But in practice, nost relay
agents have the option of being configured with a DHCPv6 server
address rather than sending to a nulticast address. Therefore, the
DHCP server addresses update m ght be an issue in practice.

Address Update in Scattered Configurations

Besi des the DNS records and the in-host server address entries, there
are al so many places in which I P addresses are configured, for
exanple, filters such as ACL and routing policies. There are even
nore sophisticated cases where the | P addresses are used for deriving
val ues, for exanple, using the unique portion of the | oopback address
to generate an I SIS net |ID

In renunbering, updating the |IP addresses in all the above mentioned
pl aces i s burdensone and error-prone. W lack a "one-stop"” nechani sm
to trigger the updates for all the subsystens on a host/server and

all the external databases that refer to the |P address update. W
break the general "one-stop" gap into the follow ng two aspects.

o Self-Contained Configuration in Individual Devices

Ideally, I P addresses can be defined as a val ue once, and then the
adnmi ni strators can use either keywords or variables to call the
val ue in other places such as a sort of internal inheritance in
CLI (conmand line interface) or other |local configurations. This
makes it easier to manage a renunbering event by reducing the
nunber of places where a device’'s configuration nust be updated.
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However, it still neans that every device needs to be individually
updated, but only once instead of having to inspect the whole
configuration to ensure that none of the separate places that a
given | P address occurs is m ssed.

Anmong current devices, sone routers support defining nultiple
| oopback interfaces that can be called in other configurations.

For exanple, when defining a tunnel, it can call the defined
| oopback interface to use its address as the | ocal address of the
tunnel. This can be considered as a kind of paraneterized self-

cont ai ned configuration. However, this only applies to certain
use cases; it is inpossible to use the |oopback interfaces to
represent external devices, and it is not always possible to cal

| oopback interfaces in other configurations. Paraneterized self-
contai ned configuration is still a gap that needs to be filled.

o Unified Configuration Managenent anong Devi ces

This refers to a nore formalized central configuration managenent
system where all changes are nade in one place, and the system
manages how changes are pushed to the individual devices. This

i ssue contains two aspects, as foll ows:

- Configuration Aggregation

Configuration data based on addresses or prefixes are usually
spread out in various devices. As [RFC5887] describes, sone
address configuration data m ght be w dely dispersed and much
harder to find. Some will inevitably be found only after the
renunbering event. Because there’s a big gap in configuration
aggregation, it is hard to get all the relevant configuration
data together in one place.

- Configuration Update Automation

As nentioned in Section 3.2, [LEROY] proposes a nmechani smthat
can automatically update the configurations. The nechani sm
utilizes macros suitable for various devices such as routers
and firewalls to update configurati ons based on the new prefi x.
Such an autonmation tool is valuable for renunbering because it
can reduce manual operation, which is error-prone and
inefficient.

Besi des the macros, [LEROY] al so proposes the use of SOAP to
deliver the nacros to the devices. Along with SOAP, we nay
consi der whether it is possible and suitable to use other
standardi zed protocols, such as the Network Configuration
Prot ocol (NETCONF) [RFC6241].
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7.

In current real networks, npbst devices use vendor-private
protocols to update configurations, so it is not necessarily
valid to assune that there is going to be a formalized
configurati on managenent systemto |everage. Al though there
are sonme vendor-independent tools as nmentioned in Section 3.2,
a standard and conprehensive way to unifornmy update
configurations in multi-vendor devices is still mssing.

Renunbering Event Managenent

From t he perspective of network managenent, renunbering is an event
that may need additional processes to nake it easier and nore
nanageabl e.

1

Renurberi ng Notification

The process of renunbering could benefit fromhosts or servers being
nmade aware of an occurrence of a renunbering event. Follow ng are
several exanples of additional processes that nay ease renunbering.

o

Li u,

A notification mechani smmay be needed to indicate to hosts that a
renunberi ng event has changed some DNS records in DNS servers
(normally, in an enterprise, it is a local recursive DNS
server(s)), and then the hosts might want to refresh the DNS
cache. That mechanism nmay al so need to indicate that such a
change will happen at a specific tine in the future.

As suggested in [ RFC4192], if the DNS service can be given prior
noti ce about a renumbering event, then delay in the transition to
new | Pv6 addresses could be reduced and thus inprove the
efficiency of renunbering.

Rout er awareness: In a site with multiple domains that are
connected by border routers, all border routers should be aware of
renunmbering in one domain or multiple domai ns and update the
internal forwarding tables and the address-/prefix-based filters
accordingly to correctly handl e i nbound packets.

Ingress filtering: 1SPs normally enable an ingress filter to drop
packets with source addresses fromother ISPs at the end-site
routers to prevent |P spoofing [RFC2827]. In a multihoned site
with nultiple PA prefixes, the ingress router of ISP A should be
notified if ISP Binitiates a renunbering event in order to
properly update its filters to pernit the new legitinmate
prefix(es). For large enterprises, it might be practical to
manage this new legitimate prefix information through human
conmuni cati on. However, for the mllions of small enterprises, an
automated notification nechanismis needed.

et al. I nf or mati onal [ Page 13]



RFC 7010 | Pv6 Site Renumbering Gap Anal ysis Sept ember 2013

7.

7.
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Log collectors: In the NMS (network nmanagenment systen), |og
collectors that collect |ogs through syslog, SNMP notification

| PFI X, etc. usually treat the UDP nessage source |P addresses as
the host or router IDs. Wen one source |IP address is changed,
the log collectors will consider that a new device appeared in the
network. Therefore, a nmechanismis needed for the NWVS
applications to learn the renunbering event including the mappings
of old and new I P addresses for each host/router, so that they
coul d update the address-rel evant mappi ngs as described in Section
7.2.

Synchr oni zati on Managenent
DNS Updat e Synchroni zati on

The DNS changes nust be coordi nated with node address
configuration changes. DNS has a | atency issue of propagating
information fromthe server to the resolver. The latency is

mai nly caused by the Tine to Live (TTL) assigned to individual DNS
records and the timng of updates fromprimary to secondary
servers [ RFC4192].

I deal ly, during a renunbering operation, the DNS TTLs shoul d

al ways be shorter than any other lifetinmes associated with an
address. If the TTLs were set correctly, then the DNS | at ency
could be well controlled. However, there might be sone
exceptional situations in which the DNS TTLs were already set too
long for the tine available to plan and execute a renunbering
event. In these situations, there are currently no nmechanisns to
deal with the already configured | ong DNS TTLs.

NVS Addr ess- Rel evant Mappi ng Synchroni zati on

As described in Section 7.1, the NV5 needs to |learn the
renunmbering event and thus correlate the old and new address in
the logs. |If the NVS applies unique IDs for the hosts or routers,
then the mappi ngs between the unique IDs and | P addresses al so
need to be updated after renunbering.

Renumnberi ng Monitoring

Wi le treating renunbering as a network event, nechanisns to nonitor
the renunbering process night be needed to informthe adninistrators
whet her the renunbering has been successful. Considering that the
address configuration operation mght be stateless (if NDis used for
renunmbering), it is difficult to nonitor.
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8. M scell aneous

Since multicast and nobility are special use cases that m ght not be
i ncluded in routine or comopn renunbering operations, they are
di scussed separately in this mscell aneous section

8.1. Milticast

Fromthe perspective of interface renunbering operations, renunbering
a multicast address is the same as renunbering a unicast address. So
this section mainly discusses the issues fromthe perspective of the
i mpact to the nmulticast application systens caused by renunbering.
Renurbering al so has an inmpact on nulticast. Renunbering of unicast
addresses affects multicast even if the nmulticast addresses are not
changed. There may al so be cases where the multicast addresses need
to be renunbered.

o Renunbering of Multicast Sources

If a host that is a multicast source is renunbered, the
application on the host may need to be restarted for it to
successfully send packets with the new source address.

For ASM (Any-Source Miulticast), the inpact on a receiver is that a
new source appears to start sending and it no | onger receives from
the previous source. Whether this is an issue depends on the
application, but we believe it is likely not to be a major issue.

For SSM (Source-Specific Milticast) however, there is one
significant problem The receiver needs to | earn which source
addresses it must join. Sorme applications may provide their own
met hod for |earning sources, where the source application may
somehow si gnal the receiver.

O herwi se, the receiver may, for exanple, need to get new SDP
(Session Description Protocol) information with the new source
address. This is simlar to the process for |earning a new group
address; see the "Renunbering of Milticast Addresses" topic bel ow

o Renunbering of Rendezvous- Poi nt

If the unicast addresses of routers in a network are renunbered,
then the RP (Rendezvous-Point) address is also likely to change
for at |east some groups. An RP address is needed by PIM SM
(Protocol Independent Milticast - Sparse Mdde) to provide ASM and
for Bidir PIM Changing the RP address is not a major issue,
except that the nmulticast service may be inmpacted while the new RP
addresses are configured. |f dynamc protocols are used to
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di stri bute group-to-RP nmappi ngs, the change can be fairly quick
and any inpact time should be very brief. However, if routers are
statically configured, the tinme inpacted depends on how long it
takes to update all the configurations.

For PIMSM one typically switches to SPT (Shortest-Path-Tree)
when the first packet is received by the |ast-hop routers.
Forwar di ng on the SPT should not be inpacted by the change of IP
address. A network operator should be careful not to deprecate
the previous mappi ng before configuring a new one, because

i mpl enentati ons may revert to Dense Mbde if no RP is configured.

o Renunbering of Multicast Addresses

In general, multicast addresses can be chosen i ndependently of the
uni cast addresses, and the multicast addresses can renain fixed
even if the unicast addresses are renunbered. However, for |Pv6,
there are useful ways of deriving nulticast addresses from unicast
addresses, such as described in "Unicast-Prefix-based | Pv6

Mul ticast Addresses" [RFC3306] and "Enbedded-RP | Pv6 Mul ticast
Addresses" [RFC3956]. In those cases, the nmulticast addresses
used nmay have to be renunbered.

Renunberi ng group addresses may be conplicated. For nulticast, it
is common to use literal addresses and not DNS. Wen multicast
addresses are changed, source applications need to be reconfigured
and restarted.

Mul ticast receivers need to | earn the new group addresses to join.

Note that for SSM receivers need to | earn which multicast
channels to join. A channel is a source and group pair. This
nmeans that for an SSM application, a change of source address is
likely to have the sane effect as a change of group address.

Sone applications may have dynam c nethods of | earning which
groups (and possibly sources) to join. |f not, the application
may have to be reconfigured and restarted.

One comon way for receivers to learn the necessary paraneters is
by use of SDP. SDP information may be distributed via various
application protocols or froma file. An SDP file may be
distributed via HTTP, enmnil, etc. |If a user is using a web
browser and clicking on a link to launch the application with the
necessary data, it may be a matter of closing the current
application and re-clicking the link.
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8.

9.

1.

In summary, currently, multicast renunbering issues are basically
handl ed by application-specific nethods. There is no standard way
to guarantee that nulticast service could |ive across a
renunberi ng event.

Mobi ity

As described in [ RFC5887], if a npbile node’s hone address changes
unexpectedly, the node can be informed of the new gl obal routing
prefix used at the hone site through the Mbile Prefix Solicitation
and Mbile Prefix Advertisenent |CMPv6 messages [ RFC6275]. However,
if the nobile node is disconnected at the tine of hone address
renunmbering, it will no | onger know a valid subnet anycast address
for its home agent, leaving it to deduce a valid address on the basis
of DNS i nformation.

So, for Mbile IP, we need a better nmechanismto handl e the change of
hone agent address while the nobile address is di sconnected.

Gap Summary
The following is a sumary of the gaps identified previously in this
docunent that are considered solvable, but may require process or
prot ocol changes to resol ve.

Managi ng Prefixes

o A mechanisminformng the routers to renunber thensel ves by
del egat ed prefixes.

o A mechanismfor the routers to derive addresses automatically
based on the del egated prefixes.

Addr ess Confi guration
0o Host Address Configuration

- DHCPv6-configured hosts mght not be able to be renunbered by
RA on sone current inplenmentations.

- DHCPv6-configured hosts mght not be able to | earn new RA
prefixes on sone current inplenentations.

- SLAAC-configured hosts mght not be able to add DHCPv6
address(es) on sone current inplenentations.
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o Router Address Configuration

A mechanismfor interior routers in a multihoned site to learn
whi ch upstream providers and prefixes are currently reachabl e.

Cache-clear m ght need to restart (rarely in nodern routers).

Use of router domain nanes is not widely |earned or depl oyed by
admi ni strators.

9.3. Address-Rel evant Entries Update

o DNS Records Update

o In-

For key-nmanagement scalability issues, secure dynam c DNS
update is usually done by DHCP servers on behal f of the hosts,
so it mght not be practical for SLAAC- configured hosts to do
secure DDNS

Host Server Address Update

DHCP rel ays m ght be configured with DHCP server addresses
rather than by sending nulticast nmessages to di scover the DHCP
server dynam cally, so updating the DHCP server addresses m ght
be an issue in practice.

0 Address Update in Scattered Configurations

For devices that don’t support paraneterized configuration
adm nistrators need to individually update all devices in which
| P addresses were previously configured.

It is hard to get all the address-rel evant configurations
spread in various devices through one place.

Uniformy updating configurations in multi-vendor devices is
currently a big gap that needs to be filled.
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9. 4.

9. 5.

Li u,

Renumnberi ng Event Managenent
Renurberi ng Notification

- A mechanismto indicate a host’s local recursive DNS is going
to be renunbered.

- A prior notice about a renunbering event for DNS

- A mechanism for border routers to know internal partia
r enunberi ng.

- For nultihonmed sites, a mechanismis needed to notify the
egress router connecting to ISP A that the egress router
connecting to ISP B has initiated renunbering.

- A mechanismis needed for the NMS applications to learn the
renunbering event, so that they could correlate the old and new
addresses in the |ogs, and update the unique ID of the device
and address mappi ngs.

Synchr oni zati on Managenent

- DNS information propagation | atency issue.

- Mechani snms are needed for the NVMS applications to correlate the
ol d and new addresses in logs and to update the unique |ID of
the device and address mappi ngs.

Renumnberi ng Monitoring

- Mechanisns to nonitor the process and feedback of renunbering
m ght be needed.

M scel | aneous
Mul ti cast

- A nechanismfor SSMreceivers to |l earn the source addresses
when mul ti cast sources are renumnbered.

Mobi ity

- A better nechanismto handl e a change of hone agent address
whil e the nobile address i s disconnected.
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10.

10.

10.

Gaps Consi dered Unsol vabl e

This section lists gaps that have been identified by other documents
but are consi dered unsol vabl e.

1

o

2.

Li u,

Addr ess Configuration
RA Prefix Lifetinme Linmitation

Section 5.5.3 of [RFC4862] states "If the received Valid Lifetinme
is greater than 2 hours or greater than RemminingLifetime, set the
valid lifetinme of the corresponding address to the advertised
Valid Lifetinme." So when renunbering, if the previous
Rermai ni ngLifetime is | onger than two hours, it is inpossible to
reduce a prefix’'s lifetime to less than two hours. This
[imtation is to prevent denial-of-service attacks.

Addr ess- Rel evant Entries Update
DNS Aut hority

In an enterprise that hosts servers on behalf of collaborators and
customers, it is often the case that DNS zones outside the

adm nistrative control of the hosting enterprise naintain resource
records concerning addresses for hosted nodes within its address
space. \When the hosting enterprise renunbers, it does not have
sufficient authority to change those records.

This is an operational and policy issue. It is out of scope for
this docunent to consider a technical solution or to propose an
addi ti onal protocol or nechanismto standardi ze the interaction
bet ween DNS systens for authority negotiations.

DNS Entries

DNS entries commonly have natching reverse DNS entries that wll
al so need to be updated during renunmbering. It mght not be
possi bl e to conbine forward and reverse DNS entry updates in one
procedure where addresses are not bei ng managed usi ng DHCP

DNS Data Structure Optim zation

[ RFC2874] proposed an A6 record type for DNS recording of the |IPv6
address and prefix. Several extensions to DNS query and
processi ng were al so proposed. A6 was designed to be a

repl acenent for the AAAA record. The changes were designed to
facilitate network renunmbering and multi homing. Wth the A6
record and the extensions, an | Pv6 address could be defined by
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10.

11.

3.

using nmultiple DNS records. This feature would increase the
conpl exity of resolvers but reduce the cost of zone file

mai nt enance, so renunbering could be easier than with the AAAA
record.

[ RFC2874] has been deprecated and noved to Historic status by

[ RFC6563]. The A6 record has not been wi dely used and has been
shown to have various problenms and di sadvant ages (see Section 2 in
[ RFC6563]). The idea of a structured record to separate prefix
and suffix is still potentially valuable for renunbering, but

avoi ding the problens of the A6 record would require a mgjor

devel opnent effort.

M scel | aneous

For the transport |ayer, [RFC5887] said that TCP connections and
UDP flows are rigidly bound to a given pair of |IP addresses.

For the application layer, in general, we can assert that any

i mpl ementation is at risk fromrenunbering if it does not check
whet her an address is valid each time it starts session resunption
(e.g., a laptop wakes fromsleep state). It is also nore or |ess
ri sky when it opens a new conmuni cati ons session by using cached
addr esses.

We considered the above two points (ID/ Locator overloading in
transport |layer and address caching in application |ayer) fundanental
i ssues that mght not be proper to deal with just in ternms of

r enumberi ng.

o

Li u,

Security Considerations
Prefix Validation

Prefixes fromthe ISP may need authentication to prevent prefix
fraud. Announcing changes of site prefix to other sites (for
exanpl e, those that configure routers or VPNs to point to the site
in question) also needs validation

In the LAN, Secure DHCPv6 [ SECURE- DHCPv6] or Secure Nei ghbor

Di scovery (SEND) [ RFC3971] depl oynment may be needed to validate
prefixes.
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12.

o Influence on Security Controls

During renumnbering, security controls (e.g., ACLs) protecting
legitimate resources should not be interrupted. For exanple, if
some addresses are in a blacklist, they should not escape fromthe
bl ackli st due to renunbering.

Addresses in SEND certificates will need to get updated when
renunbering. During the overlap between old and new addresses,
both certificates nust remain valid.

0 Security Protection for Renunbering Notification

Section 7.1 mentions possible notification nechanisns to signal a
change in the DNS systemor in the border routers related to a
renunmbering event. Since the DNS system and border routers are
key elenents in any network, and they m ght take action according
to the notification, a security authentication for the renunbering
notification is needed.

0 Security Protection for Configuration Update

Aut omat ed confi guration update approaches |ike [LEROY] would
increase the risk since a bad actor with the right permssion
coul d cause havoc to the networks.
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