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1. Introduction

As noted in the MPLS Transport Profile (MPLS-TP) franework RFCs (RFC
5921 [8] and RFC 6215 [9]), MPLS-TP is a packet-based transport
technol ogy based on the MPLS Traffic Engineering (MPLS-TE) and
pseudowi re (PW data-plane architectures defined in RFC 3031 [1], RFC
3985 [2], and RFC 5659 [4].

MPLS-TP utilizes a conprehensive set of Operations, Adm nistration,
and Mai ntenance (OAM procedures for fault, performance, and
protection-swi tching managenent that do not rely on the presence of a
control plane.

Inline with [15], existing MPLS OAM nechani sns will be used wherever
possi bl e, and extensi ons or new OAM nechani sns will be defined only
wher e exi sting mechani snms are not sufficient to neet the

requi renents. Sonme extensions discussed in this franework may end up
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as aspirational capabilities and nay be determ ned to be not
tractably realizable in sone inplenentations. Extensions do not
deprecate support for existing MPLS OAM capabilities.

The MPLS-TP OAM franework defined in this document provides a
protocol -neutral description of the required OAM functions and of the
dat a- pl ane OAM architecture to support a conprehensive set of OAM
procedures that satisfy the MPLS-TP OAM requirenents of RFC 5860
[11]. In this regard, it defines simlar OAMfunctionality as for

exi sting Synchronous Optical Network / Synchronous Digital Hi erarchy
(SONET/ SDH) and Optical Transport Network (OTN) OAM mechani sms (e. g.
[19]).

The MPLS-TP OAM franmework is applicable to Sections, Label Switched
Pat hs (LSPs), Milti-Segnent Pseudowires (Ms-PWs), and Sub-Path

Mai nt enance El enents (SPMES). It supports co-routed and associ ated
bi di rectional P2P transport paths as well as unidirectional P2P and
P2MP transport paths.

OAM packets that instrument a particular direction of a transport
path are subject to the sane forwarding treatnment (i.e., fate-share)
as the user data packets and in some cases, where Explicitly TG
encoded- PSC LSPs (E-LSPs) are enpl oyed, may be required to have
conmon per-hop behavior (PHB) Scheduling dass (PSC) End-to-End (E2E)
with the class of traffic nonitored. |n case of Label-Only-Inferred-
PSC LSP (L-LSP), only one class of traffic needs to be nonitored, and
therefore the OAM packets have common PSC with the nonitored traffic
cl ass.

OAM packets can be distinguished fromthe used data packets using the
Generi c Associ ated Channel Label (GAL) and Associ ated Channel Header
(ACH) constructs of RFC 5586 [7] for LSP, SPME, and Section, or the
ACH construct of RFC 5085 [3] and RFC 5586 [7] for (Ms-)PW OAM
packets are never fragnmented and are not conbined with user data in
the same packet payl oad.

This framework nmakes certain assunptions as to the utility and
frequency of different classes of neasurement that naturally suggest
di fferent functions are inplenmented as distinct OAM fl ows or packets.
This is dictated by the conbination of the class of problem being
detected and the need for tineliness of network response to the
problem For exanple, fault detection is expected to operate on an
entirely different tinme base than performance nonitoring, which is

al so expected to operate on an entirely different tinme base than in-
band nanagenent transacti ons.

Busi & Allan I nf or mati onal [ Page 4]



RFC 6371 OAM Fr anewor k for MPLS-Based Transport Sept ember 2011

The remai nder of this neno is structured as foll ows:
Section 2 covers the definitions and term nol ogy used in this nmeno.

Section 3 describes the functional conponent that generates and
processes OAM packets.

Section 4 describes the reference nodels for applying OAM functions
to Sections, LSP, Ms-PW and their SPMEs.

Sections 5, 6, and 7 provide a protocol -neutral description of the
OAM functions, defined in RFC 5860 [11], ained at clarifying how the
OAM protocol solutions will behave to achieve their functional

obj ecti ves.

Section 8 discusses the security inplications of OAM protocol design
in the MPLS-TP cont ext.

The OAM protocol solutions designed as a consequence of this docunent
are expected to conmply with the functional behavior described in
Sections 5, 6, and 7. Alternative solutions to required functional
behavi ors may al so be defi ned.

OAM specifications following this OAM framework may be provided in
di fferent docunments to cover distinct OAM functi ons.

Thi s docunent is a product of a joint Internet Engineering Task Force
(IETF) / International Tel ecomunication Union Tel ecomuni cation
St andardi zation Sector (ITU-T) effort to include an MPLS Transport
Profile within the | ETF MPLS and PWE3 architectures to support the
capabilities and functionalities of a packet transport network as
defined by the I TUT.

2. Conventions Used in This Docunent

2.1. Term nol ogy
AC Attachment Circuit
Al'S Al arm | ndi cati on Si gnal
CcC Continuity Check
CC-V Continuity Check and Connectivity Verification
cv Connectivity Verification

DBN Domai n Bor der Node
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E-LSP Explicitly TC encoded- PSC LSP
| CC | TU Carrier Code
LER Label Edge Router
LKR Lock Report
L-LSP Label -Only-Inferred-PSC LSP
LM Loss Measur enment
LME LSP Mai nt enance Entity
LMEG LSP ME G oup
LSP Label Switched Path
LSR Label Switching Router
LSME LSP SPME ME
LSMEG LSP SPVME ME G oup
VE Mai nt enance Entity
MVEG Mai nt enance Entity G oup
VEP Mai nt enance Entity Goup End Poi nt
M P Mai nt enance Entity Group Internediate Point
NVS Net wor k Managenent System
PE Provi der Edge
PHB Per - Hop Behavi or
PM Per f or mance Monitoring
PME PW Mai nt enance Entity
PMEG PWME G oup
PSC PHB Schedul i ng d ass
PSME PW SPME ME
Busi & Allan I nf or mati onal
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PSMEG PW SPME ME G oup

PW Pseudowi r e

SLA Servi ce Level Agreenent

SMVE Section Mintenance Entity

SMEG Section ME G oup

SPME  Sub- Path Mai ntenance El enent

S-PE Switching Provider Edge

TC Traffic d ass

T-PE  Term nating Provider Edge
2.2. Definitions

Thi s docunent uses the terns defined in RFC 5654 [5].

Thi s docunent uses the term’ per-hop behavior’ as defined in RFC 2474
[16].

This docunent uses the term’'LSP to indicate either a service LSP or
a transport LSP (as defined in RFC 5921 [8]).

Thi s docunent uses the term’ Section” exclusively to refer to the n=0
case of the term’Section’ defined in RFC 5960 [10].

Thi s docunent uses the term’ Sub-Path Miintenance El enent (SPME)' as
defined in RFC 5921 [8].

Thi s docunent uses the term’traffic profile as defined in RFC 2475
[13].

Where appropriate, the following definitions are aligned with ITUT
recomendation Y.1731 [21] in order to have a comon, unanbi guous
term nol ogy. They do not however intend to inply a certain

i mpl enentati on but rather serve as a framework to describe the
necessary OAM functions for MPLS-TP

Adaptation function: The adaptation function is the interface between
the client (sub-)layer and the server (sub-)Ilayer.

Branch Node: A node along a point-to-multipoint transport path that
is connected to nore than one downstream node.
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Bud Node: A node along a point-to-nultipoint transport path that is
at the sane tinme a branch node and a | eaf node for this transport
pat h.

Dat a- pl ane | oopback: An out-of-service test where a transport path at
either an internediate or termnating node is placed into a data-

pl ane | oopback state, such that all traffic (including both payl oad
and OAM) received on the | ooped back interface is sent on the reverse
direction of the transport path.

Note: The only way to send an OAM packet to a node that has been
put into data-plane | oopback node is via Time to Live (TTL)
expiry, irrespective of whether the node is hosting MPs or MEPs.

Domai n Border Node (DBN): An internedi ate node in an MPLS-TP LSP that
is at the boundary between two MPLS-TP OAM dommi ns. Such a node nay
be present on the edge of two dommins or may be connected by a link
to the DBN at the edge of another OAM domain

Down MEP. A MEP that receives OAM packets from and transnmits them
towards, the direction of a server |ayer.

Forwar di ng Engi ne: An abstract functional conponent, residing in an
LSR, that forwards the packets froman ingress interface toward the
egress interface(s).

I n-Service: The admi nistrative status of a transport path when it is
unl ocked.

Interface: An interface is the attachnent point to a server
(sub-)layer, e.g., a MPLS-TP Section or MPLS-TP tunnel

I nternedi ate Node: An internediate node transits traffic for an LSP
or a PW An internedi ate node may originate QAMflows directed to
downstream i nt er nedi at e nodes or MEPs.

Loopback: See dat a-pl ane | oopback and QAM | oopback definitions.

Mai nt enance Entity (ME): Sone portion of a transport path that

requi res managenent bounded by two points (called MEPS), and the

rel ati onshi p between those points to which mai ntenance and nonitoring
operations apply (details in Section 3.1).

Mai nt enance Entity Group (MEG: The set of one or nore mmintenance

entities that maintain and nonitor a section or a transport path in
an OAM donai n.
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MEP: A MEG End Point (MEP) is capable of initiating (source MEP) and
term nating (sink MEP) OAM packets for fault nanagenent and
performance nmonitoring. MEPs define the boundaries of an ME (details
in Section 3.3).

MP: A MG internmediate point (MP) ternm nates and processes OAM
packets that are sent to this particular MP and nmay generate OAM
packets in reaction to received OAM packets. It never generates
unsol i cited OAM packets itself. A MP resides within a MEG between
MEPs (details in Section 3.3).

OAM dormai n: A dommin, as defined in [5], whose entities are grouped
for the purpose of keeping the OAM confined within that donmain. An
OAM dormai n contains zero or nore MEGs.

Note: Wthin the rest of this docunent, the term"donmin" is used
to indicate an "OAM donmi n".

OAM fl ow. The set of all OAM packets originating with a specific
source MEP that instrunent one direction of a MEG (or possibly both
in the special case of data-plane | oopback).

OAM | oopback: The capability of a node to be directed by a received
OAM packet to generate a reply back to the sender. QOAM | oopback can
work in-service and can support different OAM functions (e.qg.,

bi di rectional on-demand connectivity verification).

OAM Packet: A packet that carries OQAMinformation between MEPs and/ or
MPs in a MEGto performsome OAM functionality (e.g., connectivity
verification).

Oiginating MEP. A MEP that originates an OAM transacti on packet
(toward a target M P/ MEP) and expects a reply, either in-band or out-
of -band, fromthat target M P/MEP. The originating MEP al ways
generates the OAMrequest packets in-band and expects and processes
only OAM reply packets returned by the target M P/ MEP.

Qut-of -Service: The administrative status of a transport path when it
is locked. When a path is in a locked condition, it is blocked from
carrying client traffic.

Path Segnent: It is either a segnment or a concatenated segnent, as
defined in RFC 5654 [5].

Si gnal Degrade: A condition declared by a MEP when the data

forwardi ng capability associated with a transport path has
deteriorated, as determ ned by performance nonitoring (PM. See also
| TU-T recommendati on G 806 [14].
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Signal Fail: A condition declared by a MEP when the data forwarding
capability associated with a transport path has failed, e.g., l|oss of
continuity. See also ITUT recomendati on G 806 [14].

Sink MEP: A MEP acts as a sink MEP for an OAM packet when it
term nates and processes the packets received fromits associated
VEG.

Source MEP: A MEP acts as source MEP for an OAM packet when it
originates and inserts the packet into the transport path for its
associ ated MEG

Tandem Connection: A tandem connection is an arbitrary part of a
transport path that can be nmonitored (via OAM independent of the
end-to-end nonitoring (OAM. The tandem connecti on may al so include
the forwardi ng engi ne(s) of the node(s) at the boundaries of the
tandem connecti on. Tandem connecti ons may be nested but cannot
overlap. See also ITUT recommendation G 805 [20].

Target MEP/MP. A MEP or a MP that is targeted by OAM transaction
packets and that replies to the originating MEP that initiated the
OAM transactions. The target MEP or MP can reply either in-band or
out - of -band. The target sink MEP function always receives the QAM
request packets in-band, while the target source MEP function only
generates the OAM reply packets that are sent in-band.

Up MEP: A MEP that transmts OAM packets towards, and receives them
from the direction of the forwarding engine.

3. Functional Conponents

MPLS-TP is a packet-based transport technol ogy based on the MPLS and
PW data plane architectures ([1], [2], and [4]) and is capabl e of
transporting service traffic where the characteristics of information
transfer between the transport path end points can be denpnstrated to
conply with certain performance and qual ity guarantees.

In order to describe the required OAM functionality, this docunent
i ntroduces a set of functional conponents.

3.1. Maintenance Entity and Maintenance Entity G oup

MPLS- TP OAM operates in the context of Miintenance Entities (MES)
that define a rel ationship between two points of a transport path to
whi ch mai nt enance and nonitoring operations apply. The two points
that define a maintenance entity are called Mi ntenance Entity G oup
End Points (MEPs). The collection of one or more MEs that belongs to
the sane transport path and that are naintained and nonitored as a
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group are known as a Maintenance Entity Goup (MEG. In between
MEPs, there are zero or nore internediate points, called Mintenance
Entity Goup Internediate Points (MPs). MPs and MPs are

associ ated with the MEG and can be shared by nore than one ME in a
MVEG.

An abstract reference nodel for an ME is illustrated in Figure 1
bel ow.
+- + +- + +- + +- +
|Al----18----|Q----| D)
+-+ +-+ +-+ +-+

Figure 1: ME Abstract Reference Mde

The instantiation of this abstract nodel to different MPLS TP
entities is described in Section 4. In Figure 1, nodes A and D can
be Label Edge Routers (LERs) for an LSP or the Term nating Provider
Edges (T-PEs) for an M5-PW nodes B and C are LSRs for an LSP or
Switching PEs (S-PEs) for an M5s-PW MEPs reside in nodes A and D
while MPs reside in nodes B and C and may reside in A and D. The
i nks connecting adj acent nodes can be physical |inks, (sub-)Ilayer
LSPs/ SPMEs, or server-layer paths.

This functional nodel defines the relationships between all OAM
entities froma nmaintenance perspective and it allows each

Mai nt enance Entity to provide nonitoring and managenent for the
(sub-)layer network under its responsibility and efficient

| ocal i zation of problens.

An MPLS- TP Mai ntenance Entity Group may be defined to nmonitor the
transport path for fault and/or performance managenent.

The MEPs that forma MEG bound the scope of an CAM flow to the MEG
(i.e., within the domain of the transport path that is being
noni tored and nmanaged). There are two exceptions to this:

1) A misbranching fault nay cause OAM packets to be delivered to a
MEP that is not in the MEG of origin.

2) An out-of-band return path may be used between a MP or a MEP and
the originating MEP

In case of a unidirectional point-to-point transport path, a single
uni di rectional Mintenance Entity is defined to nmonitor it.
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In case of associated bidirectional point-to-point transport paths,
two i ndependent uni directional Miintenance Entities are defined to

i ndependently nonitor each direction. This has inplications for
transactions that termnate at or query a MP, as a return path from
MP to the originating MEP does not necessarily exist in the MEG

In case of co-routed bidirectional point-to-point transport paths, a
single bidirectional Mintenance Entity is defined to nonitor both
di rections congruently.

In case of unidirectional point-to-multipoint transport paths, a
single unidirectional Mintenance Entity for each leaf is defined to
nonitor the transport path fromthe root to that |eaf.

In all cases, portions of the transport path nay be nonitored by the
instantiati on of SPMES (see Section 3.2).

The reference nodel for the P2MP MEG is represented in Figure 2.

+-+
[--1D0
/ +- +
+-+
I--1¢
+-+ +- +/ +- +\ +-+
| Al ----1]8] \--|El
+- + +- +\ +- + +- +
\--| F
+-+

Figure 2. Reference Mdel for P2MP MEG

In the case of P2MP transport paths, the OAM neasurenents are
i ndependent for each ME (A-D, A-E, and A-F):

o Fault conditions - sone faults may i npact nore than one ME
dependi ng on where the failure is |ocated,;

o Packet |oss - packet dropping nay inpact nore than one ME
dependi ng from where the packets are |ost;

o Packet delay - will be unique per M

Each leaf (i.e., D, E, and F) term nates OAMflows to nonitor the ME
between itself and the root while the root (i.e., A) generates OAM
packets commn to all the MEs of the P2MP MEG. Al nodes may

i mpl enent a MP in the correspondi ng MEG
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3.2. MEG Nesting: SPMEs and Tandem Connecti on Monitoring

In order to verify and mai ntain performance and quality guarantees,
there is a need to apply OAM functionality not only on a transport
path granularity (e.g., LSP or M5-PW, but also on arbitrary parts of
transport paths, defined as tandem connections, between any two
arbitrary points along a transport path.

Sub- Pat h Mai nt enance El erents (SPMES), as defined in [8], are

hi erarchical LSPs instantiated to provide nonitoring of a portion of
a set of transport paths (LSPs or MsS-PW) that follow the same path
bet ween the ingress and the egress of the SPME. The operationa
aspects of instantiating SPMEs are out of scope of this nenp.

SPMEs can al so be enployed to neet the requirenent to provide tandem
connection nmonitoring (TCM, as defined by I TU T Recormendati on G 805
[ 20].

TCM for a given path segnent of a transport path is inplenmented by
creating an SPME that has a 1:1 association with the path segnment of
the transport path that is to be nonitored.

In the TCM case, this means that the SPME used to provide TCM can
carry one and only one transport path, thus allow ng direct
correl ati on between all fault nanagenent and perfornmance nonitoring
i nfornmati on gathered for the SPME and the nonitored path segnent of
the end-to-end transport path.

There are a nunber of inplications to this approach

1) The SPME woul d use the uniform nodel [23] of Traffic Cass (TO
code point copying between sub-layers for Diffserv such that the
E2E marki ngs and PHB treatnent for the transport path were
preserved by the SPMEs.

2) The SPME nornally woul d use the short-pi pe nodel for TTL handling
[6] (no TTL copyi ng between sub-layers) such that the TTL di stance
to the MPs for the E2E entity woul d not be inpacted by the
presence of the SPME, but it should be possible for an operator to
speci fy use of the uniform nodel

Note that points 1 and 2 above assune that the TTL copyi ng node and
TC copyi ng nodes are independently configurable for an LSP

The TTL distance to the MPs plays a critical role for delivering
packets to these MPs as described in Section 3.4.
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3.

3.

There are specific issues with the use of the uniformnodel of TTL
copying for an SPME:

1. AMP in the SPME sub-layer is not part of the transport-path MEG
hence, only an out-of-band return path for OQAM originating in the
transport-path MEG t hat addressed an SPME M P m ght be avail abl e.

2. The instantiation of a | ower-level MEG or protection-sw tching
actions within a | ower-level MEG nmay change the TTL di stances to
M Ps in the higher-Ilevel MEGs.

The end points of the SPME are MEPs and |inmt the scope of an OAM
flowwithin the MEG that the MEPs belong to (i.e., within the domain
of the SPME that is being nonitored and managed).

When considering SPMES, it is inportant to consider that the
followi ng properties apply to all MPLS-TP MEGs (regardl ess of whet her
they instrunent LSPs, SPMEs, or NS-PW):

o They can be nested but not overlapped, e.g., a MEG nay cover a
pat h segnent of another MEG and may al so include the forwarding
engi ne(s) of the node(s) at the edge(s) of the path segment.
However, when MEGs are nested, the MEPs and MPs in the SPME are
no | onger part of the enconpassing MEG

o It is possible that MEPs of MEGs that are nested reside on a
singl e node but again are inplenmented in such a way that they do
not overl ap.

o Each OAMflow is associated with a single MEG

o Wen an SPME is instantiated after the transport path has been
instantiated, the TTL distance to the MPs may change for the
short - pi pe nodel of TTL copyi ng, and may change for the uniform
nodel if the SPME is not co-routed with the original path.

MEG End Poi nts (MEPS)

MEG End Points (MEPs) are the source and sink points of a MEG In
the context of an MPLS-TP LSP, only LERs can inplenent MEPsS, while in
the context of an SPME, any LSR of the MPLS-TP LSP can be an LER of
SPMEs that contributes to the overall nonitoring infrastructure of
the transport path. Regarding PW, only T-PEs can inplenment MEPs;
while for SPMES supporting one or more PWs, both T-PEs and S-PEs can
i mpl ement SPME MEPs. Any MPLS-TP LSR can inplenment a MEP for an
MPLS- TP Secti on.
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MEPs are responsible for originating alnost all of the proactive and
on-dermand nmonitoring OAM functionality for the MEG There is a
separate class of notifications (such as Lock Report (LKR) and Al arm
Indication Signal (AlS)) that are originated by internedi ate nodes
and triggered by server-layer events. A MEP is capable of
originating and term nati ng OAM packets for fault managenent and
performance nmonitoring. These OAM packets are carried within the
Generi c Associ ated Channel (G ACh) with the proper encapsul ati on and
an appropriate channel type as defined in RFC 5586 [7]. A MeEP

term nates all the OAM packets it receives fromthe MEG it belongs to
and silently discards those that do not. (Note that in the
particul ar case of Connectivity Verification (CV) processing, a CV
packet froman incorrect MEGw || result in a ms-connectivity defect
and there are further actions taken.) The MEG the OAM packet bel ongs
to is associated with the MPLS or PWI abel, whether the | abel is used
to infer the MEG or the content of the OAM packet is an

i mpl enentati on choice. 1In the case of an MPLS-TP Section, the MEGis
inferred fromthe port on which an OAM packet was received with the
GAL at the top of the | abel stack

OAM packets nmay require the use of an avail able "out-of-band" return
path (as defined in [8]). |In such cases, sufficient information is
required in the originating transaction such that the CAMreply
packet can be constructed and properly forwarded to the originating
MEP (e.g., |P address).

Each OAM sol ution docunment will further detail the applicability of
the tools it defines as a proactive or on-demand mechani smas well as
its usage when:

o The "in-band" return path exists and it is used.

0 An "out-of-band" return path exists and it is used.

0 Any return path does not exist or is not used.

Once a MEG is configured, the operator can configure which proactive
OAM functions to use on the MEG but the MEPs are al ways enabl ed.

MEPs ternminate all OAM packets received fromthe associated VEG As
the MEP corresponds to the term nation of the forwarding path for a
MEG at the given (sub-)layer, OAM packets never |eak outside of a MEG
in a properly configured fault-free inplenmentation
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A MEP of an MPLS-TP transport path coincides with transport path
term nation and nonitors it for failures or performance degradation
(e.g., based on packet counts) in an end-to-end scope. Note that
both the source MEP and sink MEP coincide with transport paths’
source and sink term nations.

The MEPs of an SPME are not necessarily coincident with the

term nation of the MPLS-TP transport path. They are used to nonitor
a path segnent of the transport path for failures or perfornmance
degradation (e.g., based on packet counts) only within the boundary
of the MEG for the SPME

An MPLS-TP sink MEP passes a fault indication to its client
(sub-)layer network as a consequent action of fault detection. Wen
the client layer is not MPLS-TP, the consequent actions in the client
| ayer (e.g., ignore or generate client-layer-specific OAM
notifications) are outside the scope of this docunent.

A node hosting a MEP can either support per-node MEP or per-interface
MEP(s). A per-node MEP resides in an unspecified | ocation within the
node, while a per-interface MEP resides on a specific side of the
forwarding engine. |In particular, a per-interface MEP is called an
"Up MEP" or a "Down MEP" depending on its location relative to the
forwarding engine. An "Up MEP" transmits OAM packets towards, and
receives themfrom the direction of the forwardi ng engine, while a
"Down MEP" receives OAM packets from and transnmits themtowards, the
direction of a server |ayer.
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Source node Up MEP Destination node Up MEP
| | | |
|- e | |- e |
T o g
| In |->] FW[->| Qt [-> ->] In [->] FW][->] Qut |
| i/f | ---- | i/f | | i/f | ---- | i/f
R | R |
| | | |

(1) (2)

Sour ce node Down MEP Desti nati on node Down MEP
| | | |
|- e | |- |
o T o
| In |->] FW]|->] Qut |-> ->] In |->]| FW]|[->]| Qut |
| i/f | ---- | i/f | | i/f | ---- | i/f
e | e |
| | | |

(3) (4)

Fi gure 3: Exanples of Per-Interface MEPs

Figure 3 describes four exanples of per-interface Up MEPs: an Up
Source MEP in a source node (case 1), an Up Sink MEP in a destination
node (case 2), a Down Source MEP in a source node (case 3), and a
Down Sink MEP in a destination node (case 4).

The usage of per-interface Up MEPs extends the coverage of the ME for
both fault and performance nmonitoring closer to the edge of the
domain and determnes that the | ocation of a failure or performance
degradation is within a node or on a link between two adj acent nodes.

Each OAM sol ution docunment will further detail the inplications of
the tools it defines when used with per-interface or per-node MEPs,
i f necessary.

It may occur that nultiple MEPs for the sane MEG are on the sane

node, and are all Up MEPs, each on one side of the forwardi ng engine,
such that the MEGis entirely internal to the node.
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It should be noted that an ME may span nodes that inplenent per-node
MEPs and per-interface MEPs. This guarantees backward conpatibility
with nost of the existing LSRs that can inplenent only a per-node
MEP. In fact, in many current inplenentations, |abel operations are
|argely performed on the ingress interface; hence, the exposure of
the GAL as top label will occur at the ingress interface.

Note that a MEP can only exist at the begi nning and end of a
(sub-)layer in MPLS-TP. If there is a need to nonitor some portion
of that LSP or PW a new sub-layer (in the formof an SPME) nust be
created that permts MEPs and associ ated MEGs to be created.

In the case where an internedi ate node sends an OAM packet to a MEP,
it uses the top label of the stack at that point.

3.4. MEG Internediate Points (M Ps)

A MEG Internediate Point (MP) is a function |ocated at a point
bet ween the MEPs of a MEG for a PW LSP, or SPME.

A MP is capable of reacting to sone OAM packets and forwarding all
the other QOAM packets while ensuring fate-sharing with user data
packets. However, a MP does not initiate unsolicited OAM packets,
but may be addressed by OAM packets initiated by one of the MEPs of
the MEG A MP can generate OAM packets only in response to OAM
packets that it receives fromthe MEGit belongs to. The OAM packets
generated by the MP are sent to the originating MEP.

An internedi ate node within a MEG can either:

0 support per-node MPs (i.e., a single MP per node in an
unspecified location within the node); or

0 support per-interface MPs (i.e., two or nore MPs per node on
both sides of the forwardi ng engine).

Support of per-interface or per-node MPs is an inplenmentation
choice. It is also possible that a node coul d support per-interface
M Ps on some MEGs and per-node MPs on other MEGs for which it is a
transit node.
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| nt er redi at e node

| MP | | MP |
| | | |

2> In |->]| FW|->| out |->-
| i/f | i/f

Figure 4. Exanple of Per-Interface M Ps

Figure 4 describes an exanple of two per-interface MPs at an
i nternedi ate node of a point-to-point MEG

Using per-interface MPs allows the network operator to determ ne
that the location of a failure or performance degradation is within a
node or on a |link between two adjacent nodes.

When sendi ng an OAM packet to a M P, the source MEP should set the
TTL field to indicate the nunber of hops necessary to reach the node
where the MP resides.

The source MEP should also include target MP information in the OAM
packets sent to a MP to allow proper identification of the MP
within the node. The MEG the OAM packet bel ongs to is associated
with the MPLS | abel, whether the label is used to infer the MEG or
the content of the OAM packet is an inplenmentation choice. 1In the
|atter case, the MPLS |label is checked to be the expected one.

The use of TTL expiry to deliver OAM packets to a specific MP is not
a fully reliable delivery mechani sm because the TTL di stance of a MP
froma MEP can change. Any MPLS-TP node silently discards any OAM
packet that is received with an expired TTL and that is not addressed
to any of its MPs or MEPs. An MPLS-TP node that does not support
OAM is also expected to silently discard any recei ved OAM packet.

Packets directed to a MP nmay not necessarily carry specific MP
identification informati on beyond that of TTL distance. 1In this
case, a MP would prom scuously respond to all MEP queries on its
MEG. This capability could be used for discovery functions (e.g.,
route tracing as defined in Section 6.4) or when it is desirable to

| eave to the originating MEP the job of correlating TTL and M P
identifiers and noting changes or irregularities (via conparison with
i nformation previously extracted fromthe network).
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M Ps are associated to the MEG they belong to, and their identity is
unique within the MEG  However, their identity is not necessarily
unique to the MEG e.g., all nodal MPs in a node can have a conmon
identity.

A node hosting a MEP can al so support per-interface Up MEPs and per-
interface MPs on either side of the forwarding engine.

Once a MEG is configured, the operator can enabl e/ di sable the MPs on
the nodes within the MEG All the internedi ate nodes and possibly
the end nodes host MP(s). Local policy allows themto be enabl ed
per function and per MEG The local policy is controlled by the
nmanagenent system which may delegate it to the control plane. A

di sabled MP silently discards any recei ved OAM packet s.

3.5. Server MEPs
A server MEP is a MEP of a MEG that is either

o defined in a |layer network that is "below', which is to say
encapsul ates and transports the MPLS-TP | ayer network being
ref erenced; or

o defined in a sub-layer of the MPLS-TP | ayer network that is
"bel ow', which is to say encapsul ates and transports the sub-I|ayer
bei ng referenced.

A server MEP can coincide with a MP or a MEP in the client (MPLS- TP)
(sub-)l ayer network.

A server MEP al so provides server-layer OAMindications to the
client/server adaptation function between the client (MPLS-TP)
(sub-)layer network and the server (sub-)layer network. The
adaptation function maintains state on the nmappi ng of MPLS-TP
transport paths that are set up over that server (sub-)layer’s
transport path.

For exanple, a server MEP can be:

o a non-MPLS MEP at a term nation point of a physical link (e.g.
802.3, an SDH Virtual CGrcuit, or OIN Optical Data Unit (ODU)),
for the MPLS-TP Section |ayer network, defined in Section 4.1;

o an MPLS-TP Section MEP for MPLS-TP LSPs, defined in Section 4.2;

o an MPLS-TP LSP MEP for MPLS-TP PWs, defined in Section 4. 3;
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o an MPLS-TP SPME MEP used for LSP path segnent nonitoring, as
defined in Section 4.4, for MPLS-TP LSPs or higher-1evel SPMEs
providing LSP path segment nonitoring; or

o an MPLS-TP SPME MEP used for PWpath segnent nonitoring, as
defined in Section 4.5, for MPLS-TP PW or higher-1level SPMEs
provi di ng PWpath segnent nonitoring

The server MEP can run appropriate OAM functions for fault detection
within the server (sub-)layer network and provides a fault indication
toits client MPLS-TP | ayer network via the client/server adaptation
function. Wen the server layer is not MPLS-TP, server MEP OAM
functions are sinply assuned to exist but are outside the scope of
thi s docunent.

3.6. Configuration Considerations

When a control plane is not present, the managenent plane configures
these functional conponents. Qherw se, they can be configured by
ei ther the managenent plane or the control plane.

Local policy allows disabling the usage of any avail abl e "out - of -
band" return path, as defined in [8], irrespective of what is
requested by the node originating the OAM packet.

SPMEs are usually instantiated when the transport path is created by
ei ther the nanagenent plane or the control plane (if present).
Sonetimes an SPME can be instantiated after the transport path is
initially created

3.7. P2NP Consi derations

Al the traffic sent over a P2MP transport path, including QAM
packets generated by a MEP, is sent (multicast) fromthe root to al
the | eaves. As a consequence:

o To send an OAM packet to all |eaves, the source MEP can send a
singl e OAM packet that will be delivered by the forwardi ng pl ane
to all the | eaves and processed by all the | eaves. Hence, a
singl e OAM packet can simultaneously instrunent all the MEsS in a
P2MP MEG

o To send an OAM packet to a single leaf, the source MEP sends a
singl e OAM packet that will be delivered by the forwardi ng pl ane
to all the |l eaves but contains sufficient information to identify
a target leaf, and therefore is processed only by the target |eaf
and can be silently discarded by the other |eaves.
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o To send an OAM packet to a single MP, the source MEP sends a
singl e OAM packet with the TTL field indicating the nunber of hops
necessary to reach the node where the MP resides. This packet
will be delivered by the forwarding plane to all internediate
nodes at the sane TTL distance of the target MP and to any | eaf
that is |located at a shorter distance. The OAM packet nust
contain sufficient information to identify the target MP and
therefore is processed only by the target MP and can be silently
di scarded by the others.

o In order to send an OAM packet to M| eaves (i.e., a subset of al
the | eaves), the source MEP sends Mdifferent OAM packets targeted
to each individual leaf in the group of MI|eaves. Aggregating or
subsetting nechanisns are outside the scope of this docunent.

A bud node with a Dowmn MEP or a per-node MEP will both term nate and
rel ay OAM packets. Simlar to how fault coverage is maxim zed by the
explicit utilization of Up MEPs, the sanme is true for MEPs on a bud
node.

P2MP paths are unidirectional; therefore, any return path to an
originating MEP for on-denmand transactions will be out-of-band. A
mechani smto target "on-demand" transactions to a single MEP or MP
is required as it relieves the originating MEP of an arbitrarily

| arge processing load and of the requirenent to filter and discard
undesired responses. This is because normally TTL exhaustion wl|
address all MPs at a given distance fromthe source, and failure to
exhaust TTL will address all MEPs.

3.8. Further Considerations of Enhanced Segnment Monitoring

Segnment nonitoring, |ike any in-service nonitoring, in a transport
network shoul d neet the follow ng network objectives:

1. The nonitoring and mai ntenance of existing transport paths has to
be conducted in service without traffic disruption

2. Segrment nonitoring nust not nodify the forwarding of the segnent
portion of the transport path.

SPMEs defined in Section 3.2 neet the above two objectives, when they
are pre-configured or pre-instantiated as exenplified in Section 3.6.
However, sonetines pre-design and pre-configuration of all the

consi dered patterns of SPME are not preferable in real operation due
to the burden of design works, a nunber of header consunptions,
bandwi dt h consunption, and so on.
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When SPMEs are configured or instantiated after the transport path
has been created, network objective (1) can be net: application and
renmoval of SPME to a faultless nonitored transport entity can be
performed in such a way as not to introduce any |oss of traffic,
e.g., by using a non-disruptive "nake before break" technique.

However, network objective (2) cannot be net due to new assignnent of
MPLS | abels. As a consequence, generally speaking, the results of
SPME monitoring are not necessarily correlated with the behavi or of
traffic in the nonitored entity when it does not use SPME. For
exanpl e, application of SPME to a problematic/faulty nonitoring

entity might "fix" the problemencountered by the latter -- for as
long as SPME is applied. And vice versa, application of SPME to a
faultless nmonitored entity may result in naking it faulty -- again

as long as SPME is applied.

Support for a nmore sophisticated segnment-nonitoring mechani sm
(tenmporal and hitless segnent nonitoring) to efficiently nmeet the two
net wor k obj ectives nmay be necessary.

One possible option to instantiate non-intrusive segment nonitoring
wi t hout the use of SPMEs would require the MPs selected as

noni toring end points to inplement enhanced functionality and state
for the nonitored transport path.

For exanple, the MPs need to be configured with the TTL di stance to
the peer or with the address of the peer, when out-of-band return
pat hs are used.

A further issue that would need to be considered is events that
result in changing the TTL distance to the peer nmonitoring entity,
such as protection events that may tenporarily invalidate OAM

i nformation gl eaned fromthe use of this technique.

Further considerations on this technique are outside the scope of
this docunent.

4. Reference Mde
The reference nodel for the MPLS-TP OAM franmework buil ds upon the
concept of a MEG and its associated MEPs and MPs, to support the
functional requirenents specified in RFC 5860 [11].
The foll owing MPLS-TP MEGs are specified in this docunent:

0 A Section Mintenance Entity Goup (SMEG, allow ng nonitoring and
management of MPLS-TP Sections (between MPLS LSRs).
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An LSP Mai ntenance Entity G oup (LVMEG, allow ng nonitoring and
managenent of an end-to-end LSP (between LERS).

A PW Mai nt enance Entity Group (PVMEG, allow ng nonitoring and
managenment of an end-to-end Singl e-Segment Pseudow re (SS-PW or
MS- PW (bet ween T- PEs) .

An LSP SPME ME Group (LSMEG), allowi ng nonitoring and nmanagenent
of an SPME (between a given pair of LERs and/or LSRs al ong an
LSP) .

A PWSPME ME G oup (PSMEG), allow ng nonitoring and managenent of
an SPME (between a given pair of T-PEs and/or S-PEs al ong an

(M5-) PW.

The MEGs specified in this MPLS-TP OAM franmework are conpliant with
the architecture framework for MPLS-TP [8] that includes both M- PW
[4] and LSPs [1].

Hi

erarchical LSPs are also supported in the formof SPMES. |In this

case, each LSP in the hierarchy is a different sub-layer network that
can be nonitored, independently from higher- and | ower-level LSPs in
the hierarchy, on an end-to-end basis (fromLER to LER) by an SPME.

It

is possible to nonitor a portion of a hierarchical LSP by

instantiating a hierarchical SPME between any LERs/LSRs al ong t he

hi

Busi

erarchi cal LSP.

& All an I nf or mati onal [ Page 24]



RFC 6371 OAM Fr anewor k for MPLS-Based Transport Sept ember 2011
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T-PE 1: Term nating Provider Edge 1
LSR 2: Label Switching Router 2
S-PE 3: Switching Provider Edge 3
S-PE X: Switching Provider Edge X
LSR Y: Label Switching Router Y
T-PE Z: Term nating Provider Edge Z

Figure 5. Reference Mddel for the MPLS-TP OAM Fr anewor k

Figure 5 depicts a high-level reference nodel for the MPLS-TP OAM
framework. The figure depicts portions of two MPLS-TP-enabl ed
networ k domains, Domain 1 and Domain Z. In Domain 1, T-PE 1 is

adj acent to LSR 2 via the MPLS-TP Section Secl2, and LSR 2 is
adjacent to S-PE 3 via the MPLS-TP Section Sec23. Simlarly, in
Domain Z, S-PE X is adjacent to LSR Y via the MPLS-TP Secti on SecXyY,
and LSR Y is adjacent to T-PE Z via the MPLS-TP Section SecYZ. In
addition, S-PE 3 is adjacent to S-PE X via the MPLS-TP Section Sec3X
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Figure 5 al so shows a bidirectional Ms-PW(Ms-PWZ) between ACL on
T-PE1 and AC2 on T-PE Z. The Ms-PWconsists of three bidirectional
PW path segnments: 1) PW3 path segnment between T-PE 1 and S-PE 3 via
the bidirectional LSP13 LSP, 2) PWBX path segnent between S-PE 3 and
S-PE X via the bidirectional LSP3X LSP, and 3) PWKZ path segnent
between S-PE X and T-PE Z via the bidirectional LSPXZ LSP

The MPLS-TP OAM procedures that apply to a MEG are expected to
operate i ndependently from procedures on other MEGs. Yet, this does
not preclude that nultiple MEGs may be affected simultaneously by the
same network condition -- for example, a fiber cut event.

Note that there are no constraints inposed by this OAM framework on
the number or type (P2P, P2MP, LSP, or PW, of MEGs that may be
instantiated on a particular node. In particular, when |ooking at
Figure 5, it should be possible to configure one or nore MEPS on the
same node if that node is the end point of one or nore MEGs.

Figure 5 does not describe a PWX PSVMEG because typically SPVES are
used to nonitor an OAM domain (like PW3 and PWKZ PSMEGs) rather than
the segnment between two OAM domai ns. However, the OAM framewor k does
not pose any constraints on the way SPMEs are instantiated as |ong as
they are not overl apping.

The subsections bel ow define the MEGs specified in this MPLS-TP OAM
architecture framework docunent. Unless otherw se stated, al
references to domains, LSRs, MPLS-TP Sections, LSPs, pseudow res, and
MEGs in this section are made in relation to those shown in Figure 5.

4.1. MPLS-TP Section Mnitoring (SVEG

An MPLS-TP Section MEG (SMEG is an MPLS-TP nai ntenance entity

i ntended to nmonitor an MPLS-TP Section. An SMEG may be configured on
any MPLS-TP section. SMEG OAM packets must fate-share with the user
dat a packets sent over the nonitored MPLS-TP Section

An SMEG i s intended to be deployed for applications where it is
preferable to nonitor the |ink between topol ogically adjacent (next
hop in this [ayer network) MPLS-TP LSRs rather than nonitoring the

i ndi vidual LSP or PWpath segnents traversing the MPLS-TP Secti on and
where the server-layer technol ogy does not provi de adequate OAM
capabilities.
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Figure 5 shows five Section MEGs configured in the network between
ACl1 and AC2:

1. Secl2 MEG associated with the MPLS-TP Secti on between T-PE 1 and
LSR 2,

2. Sec23 MEG associated with the MPLS-TP Secti on between LSR 2 and
S- PE 3,

3. Sec3X MEG associated with the MPLS-TP Section between S-PE 3 and
S- PE X,

4. SecXY MEG associated with the MPLS-TP Secti on between S-PE X and
LSR Y, and

5. SecYZ MEG associated with the MPLS-TP Section between LSR Y and
T-PE Z

4.2. WMPLS-TP LSP End-to-End Monitoring G oup (LVMEG

An MPLS-TP LSP MEG (LMEG is an MPLS- TP mmi ntenance entity group

i ntended to nmonitor an end-to-end LSP between its LERs. An LMEG nay
be configured on any MPLS LSP. LMEG OAM packets nust fate-share with
user data packets sent over the nonitored MPLS- TP LSP.

An LMEG is intended to be deployed in scenarios where it is desirable
to nonitor an entire LSP between its LERs, rather than, say,
nmoni tori ng i ndividual PWs.

Figure 5 depicts two LMEGs configured in the network between ACL and
AC2: 1) the LSP13 LMEG between T-PE 1 and S-PE 3, and 2) the LSPXZ
LMEG between S-PE X and T-PE Z. Note that the presence of a LSP3X
LMEG in such a configuration is optional, and hence, not precluded by
this franmework. For instance, the network operator may prefer to
noni tor the MPLS-TP Section between the two LSRs rather than the

i ndi vi dual LSPs.

4.3. MPLS-TP PW Moni toring (PVEG

An MPLS-TP PWMEG (PMEG is an MPLS-TP maintenance entity intended to
nmonitor a SS-PWor Ms-PWbetween its T-PEs. A PMEG can be confi gured
on any SS-PWor Ms-PW PMEG OAM packets nust fate-share with the
user data packets sent over the nonitored PW

A PMEG is intended to be deployed in scenarios where it is desirable
to nonitor an entire PWbetween a pair of MPLS-TP-enabl ed T-PEs
rather than nmonitoring the LSP that aggregates nultiple PW between
PEs.
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Figure 5 depicts an Ms-PW (MsS-PWLZ) consisting of three path segnents
(PWL3, PWBX, and PWKZ) and its associated end-to-end PVEG (PW.Z
PVEG) .

4.4. MPLS-TP LSP SPME Mbnitoring (LSMVEG

An MPLS-TP LSP SPME MEG (LSMEG) is an MPLS-TP SPME with an associ at ed
mai nt enance entity group intended to nmonitor an arbitrary part of an
LSP between the MEPs instantiated for the SPVE, independent fromthe
end-to-end nmonitoring (LMEG. An LSMEG can nonitor an LSP path
segnent, and it may al so include the forwardi ng engi ne(s) of the
node(s) at the edge(s) of the path segment.

When an SPME is established between non-adjacent LSRs, the edges of
the SPME becone adj acent at the LSP sub-layer network and any LSR
that was previously in between becomes an LSR for the SPME

Mul tiple hierarchical LSMEGs can be configured on any LSP. LSVEG OAM
packets nust fate-share with the user data packets sent over the

noni tored LSP path segment.

A LSME can be defined between the followi ng entities:

o The LER and LSR of a given LSP

0 Any two LSRs of a given LSP

An LSMEG is intended to be deployed in scenarios where it is
preferable to nonitor the behavior of a part of an LSP or set of LSPs
rather than the entire LSP itself, for exanple, when there is a need

to nonitor a part of an LSP that extends beyond the admnistrative
boundari es of an MPLS-TP-enabl ed admini strative domain
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PE Z: Provider Edge Z

Figure 6: MPLS-TP LSP SPME MEG ( LSMEG)

Figure 6 depicts a variation of the reference nodel in Figure 5 where
there is an end-to-end LSP (LSP1Z) between PE 1 and PE Z. LSP1Z
consists of, at least, three LSP Concatenated Segnents: LSP13, LSP3X,
and LSPXZ. In this scenario, there are two separate LSMEGs
configured to nonitor the LSP1Z: 1) a LSMEG nonitoring the LSP13
Concat enat ed Segnment on Domain 1 (LSP13 LSMEG, and 2) a LSMEG

noni toring the LSPXZ Concat enated Segment on Domain Z (LSPXZ LSMEG).

It is worth noticing that LSMEGs can coexist with the LMEG nonitoring
the end-to-end LSP and that LSMEG MEPs and LMEG MEPs can be

coi ncident in the same node (e.g., PE 1 node supports both the LSP1Z
LMEG MEP and the LSP13 LSMEG MEP) .
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4.5. MPLS-TP MB-PW SPME Monitoring ( PSVEG)

An MPLS- TP Ms- PW SPME Monitoring MEG (PSMEG is an MPLS-TP SPME with
an associ ated mai ntenance entity group intended to nonitor an
arbitrary part of an MsS-PWbetween the MEPs instantiated for the

SPME, independently of the end-to-end nonitoring (PVMEG. A PSMVEG can
nonitor a PWpath segnent, and it may al so include the forwarding

engi ne(s) of the node(s) at the edge(s) of the path segnment. A PSMEG
is no different than an SPME; it is sinply named as such to discuss
SPMEs specifically in a PWcontext.

When SPME is established between non-adjacent S-PEs, the edges of the
SPME becone adj acent at the Ms-PWsub-I|ayer network, and any S-PE
that was previously in between beconmes an LSR for the SPME

S-PE placenent is typically dictated by considerati ons other than
OAM  S-PEs will frequently reside at operational boundaries such as
the transition fromdistributed control plane (CP) to centralized
Net wor k Managenent System (NMB) control or at a routing area
boundary. As such, the architecture woul d appear not to have the
flexibility that arbitrary placenent of SPME segnents would inply.
Support for an arbitrary placenent of PSMEG would require the
definition of additional PWsub-layering. Miltiple hierarchica
PSMEGs can be configured on any M5-PW PSMEG OAM packets fate-share
with the user data packets sent over the nonitored PWpath Segnent.

A PSMEG does not add hi erarchical components to the MPLS
architecture; it defines the role of existing conmponents for the
pur poses of discussing OAM functionality.

A PSME can be defined between the followi ng entities:
o The T-PE and any S-PE of a given Ms-PW
o Any two S-PEs of a given M5 PW

Note that, in line with the SPME description in Section 3.2, when a
PWSPME is instantiated after the M5-PWhas been instantiated, the
TTL di stance of the M Ps nmay change and MPs in the PWSPME are no

| onger part of the enconpassing MEG This nmeans that the S-PE nodes
hosting these MPs are no | onger S-PEs but P nodes at the SPME LSP

| evel . The consequences are that the S-PEs hosting the PSMEG MEPs
beconme adjacent S-PEs. This is no different than the operation of
SPMEs i n general

A PSMEG i s intended to be deployed in scenarios where it is

preferable to nonitor the behavior of a part of an Ms-PWrather than
the entire end-to-end PWitself, for exanple, when nonitoring an Ms-
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PWpat h segnment within a given network domain of an inter-donmain M>-
PW

Figure 5 depicts an Ms- PW (MsS-PWZ) consisting of three path
segnments: PWL3, PWBX, and PWKZ with two separate PSVEGs: 1) a PSMVEG
nonitoring the PM3 Ms- PWpath segnent on Domain 1 (PW3 PSMEG and
2) a PSMEG nmonitoring the PWKZ MsS-PW path segrment on Domain Z with
(PWKZ PSMEG) .

It is worth noticing that PSMEGs can coexist with the PMVEG nonitoring
the end-to-end Ms-PWand that PSMEG MEPs and PMEG MEPs can be
coincident in the sane node (e.g., T-PE 1 node supports both the PWZ
PMEG MEP and the PW3 PSVEG MEP)

4.6. Fate-Sharing Considerations for Multilink

Multilink techniques are in use today and are expected to continue to
be used in future deploynents. These techniques include Ethernet

I ink aggregation [22] and the use of |ink bundling for MPLS [18]
where the option to spread traffic over conponent |inks is supported
and enabled. While the use of link bundling can be controlled at the
MPLS- TP | ayer, use of link aggregation (or any server-layer-specific
multilink) is not necessarily under the control of the MPLS-TP | ayer.
O her techniques may energe in the future. These techniques
frequently share the characteristic that an LSP may be spread over a
set of conponent |inks and therefore be reordered, but no flow within
the LSP is reordered (except when very infrequent and minimally

di sruptive | oad rebal anci ng occurs).

The use of multilink techniques may be prohibited or permitted in any
particul ar deployrment. |If nmultilink techniques are used, the

depl oyment can be considered to be only partially MPLS-TP conpliant;
however, this is unlikely to prevent their use.

The inplications for OAM are that not all conmponents of a nultilink
wi || be exercised, independent server-layer OAM being required to
exerci se the aggregated |link conmponents. This has further
inmplications for MP and MEP pl acenent, as per-interface MPs or Down
MEPs on a multilink interface are akin to a |ayer violation, as they
instrument at the granularity of the server layer. The inplications
for reduced OAM | oss neasurenent functionality are docunented in
Sections 5.5.3 and 6. 2. 3.
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5.

OAM Functions for Proactive Mnitoring

In this docunment, proactive nonitoring refers to OAM operations that
are either configured to be carried out periodically and continuously
or preconfigured to act on certain events such as al arm si gnal s.

Proactive nonitoring is usually performed "in-service". Such
transactions are universally MEP to MEP in operation, while
notifications can be node to node (e.g., some Ms-PWtransactions) or
node to MEPs (e.g., AIS). The control and measurement considerations
are:

1. Proactive nonitoring for a MEGis typically configured at the
creation tine of the transport path.

2. The operational characteristics of in-band neasurenent
transactions (e.g., CV, Loss Measurenent (LM, etc.) are
configured at the MEPs.

3. Server-layer events are reported by OAM packets originating at
i nt ernedi at e nodes.

4. The measurenents resulting from proactive nonitoring are typically
reported outside of the MEG (e.g., to a nmanagenent system as
notification events such as faults or indications of performance
degradati ons (such as signal degrade conditions).

5. The neasurenents resulting from proactive nmonitoring may be
peri odi cal ly harvested by an NVS.

Proactive fault reporting is assunmed to be subject to unreliable
delivery and soft-state, and it needs to operate in cases where a
return path is not available or faulty. Therefore, periodic
repetition is assuned to be used for reliability, instead of
handshaki ng.

Del ay nmeasurenent al so requires periodic repetition to all ow
estimation of the packet delay variation for the MEG

For statically provisioned transport paths, the above information is
statically configured; for dynam cally established transport paths,
the configuration information is signaled via the control plane or
configured via the managenent pl ane.

The operator may enabl e/ di sabl e some of the consequent actions
defined in Section 5.1.2.
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5.1. Continuity Check and Connectivity Verification

Proactive Continuity Check functions, as required in Section 2.2.2 of
RFC 5860 [11], are used to detect a loss of continuity (LOC) defect
between two MEPs in a MEG

Proactive Connectivity Verification functions, as required in Section
2.2.3 of RFC 5860 [11], are used to detect an unexpected connectivity
def ect between two MEGs (e.g., mismerging or msconnection), as well
as unexpected connectivity within the MEG with an unexpected MEP.

Both functions are based on the (proactive) generation, at the sane
rate, of OAM packets by the source MEP that are processed by the peer
sink MEP(s). As a consequence, in order to save OAM bandwi dth
consunption, CV, when used, is linked with CCinto Continuity Check
and Connectivity Verification (CCV) OAM packets.

In order to perform proactive Connectivity Verification, each CCV
OAM packet al so includes a globally unique Source MEP identifier,
whose val ue needs to be configured on the source MEP and on the peer
sink MEP(s). In some cases, to avoid the need to configure the

gl obal Iy uni que Source MEP identifier, it is preferable to perform
only proactive Continuity Check. 1In this case, the CCV OAM packet
does not need to include any globally unique Source MEP identifier.
Therefore, a MEG can be nonitored only for CC or for both CC and Cv.
CC-V OAM packets used for CC-only nmonitoring are called CC OAM
packets, while CC-V OAM packets used for both CC and CV are called CV
OAM packet s.

As a consequence, it is not possible to detect m sconnections between
two MEGs nonitored only for continuity as neither the OAM packet type
nor the OAM packet content provides sufficient information to

di sambi guate an invalid source. To expand:

o For a CC OAM packet |eaking into a CC nonitored MEG -
undet ect abl e.

o For a CV OAM packet leaking into a CC nonitored MEG - reception of
Cv OAM packets instead of a CC OAM packets (e.g., with the
addi ti onal Source MEP identifier) allows detecting the fault.

o For a CC OAM packet leaking into a CV nonitored MEG - reception of
CC OAM packets instead of CV OAM packets (e.g., lack of additional
Source MEP identifier) allows detecting the fault.

o For a CV OAM packet leaking into a CV nonitored MEG - reception of

CV OAM packets with different Source MEP identifier permts fault
to be identified.
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Havi ng a common packet format for CC-V OAM packets would sinplify
parsing in a sink MEP to properly detect all the m sconfiguration
cases descri bed above.

MPLS- TP OAM supports different formats of MEP identifiers to address
di fferent environnents. Wen an alternative to |IP addressing is
desired (e.g., MPLS-TP is deployed in transport network environnents
where consi stent operations with other transport technol ogi es defined
by the ITUT are required), the ITU Carrier Code (ICC)-based format
for MEP identification is used: this format is under definition in
[25]. When MPLS-TP is deployed in an environnment where |IP
capabilities are avail able and desired for OAM the |IP-based MEP
identification is used: this format is described in [24].

CC-V OAM packets are transmitted at a regul ar, operator-configurable
rate. The default CCV transm ssion periods are application
dependent (see Section 5.1.3).

Proactive CC-V OAM packets are transmtted with the "mninmum]l oss
probability PHB" within the transport path (LSP, PW they are
nonitoring. For E-LSPs, this PHB is configurable on the network
operator’s basis, while for L-LSPs this is determ ned as per RFC 3270
[23]. PHBs can be translated at the network borders by the sane
function that translates themfor user data traffic. The inplication
is that CC-V fate-shares with much of the forwarding inplenmentation
but not all aspects of PHB processing are exercised. Either on-
demand tools are used for finer-grained fault finding or an

i mpl enentation may utilize a CCGV flow per PHB to ensure a CCV fl ow
fate-shares with each individual PHB

In a co-routed or associated, bidirectional point-to-point transport
path, when a MEP is enabl ed to generate proactive CCV OAM packets
with a configured transnmission rate, it also expects to receive
proactive CC-V OAM packets fromits peer MEP at the same transm ssion
rate. This is because a commobn SLA applies to all components of the
transport path. In a unidirectional transport path (either point-to-
point or point-to-nultipoint), the source MEP is enabled only to
generate CC-V OAM packets, while each sink MEP is configured to
expect these packets at the configured rate.

M Ps, as well as internedi ate nodes not supporting MPLS-TP OAM are
transparent to the proactive CC-V information and forward these
proactive CC-V OAM packets as regul ar data packets.

During path setup and tear down, situations arise where CC-V checks
would give rise to alarms, as the path is not fully instantiated. In
order to avoid these spurious alarms, the follow ng procedures are
recormended. At initialization, the source MEP function (generating

Busi & Allan I nf or mati onal [ Page 34]



RFC 6371 OAM Fr anewor k for MPLS-Based Transport Sept ember 2011

proactive CC-V packets) should be enabled prior to the corresponding
sink MEP function (detecting continuity and connectivity defects).
When di sabling the CCV proactive functionality, the sink MEP
function should be disabled prior to the correspondi ng source MEP
function.

It should be noted that different encapsul ations are possible for
CC-V packets, and therefore it is possible that in case of

m sconfigurations or nis-connectivity, CCV packets are received with
an unexpected encapsul ation.

There are practical linmtations to detecting unexpected
encapsulation. It is possible that there are m sconfiguration or

m s-connectivity scenarios where OAM packets can alias as payl oad,
e.g., when a transport path can carry an arbitrary payl oad wi thout a
pseudowi re.

When CC-V packets are received with an unexpected encapsul ation that
can be parsed by a sink MEP, the CC-V packet is processed as if it
were received with the correct encapsulation. If it is not a

mani festation of a mis-connectivity defect, a warning is raised (see
Section 5.1.1.4). Oherw se, the CCV packet nmay be silently

di scarded as unrecogni zed and a LOC defect may be detected (see
Section 5.1.1.1).

The defect conditions are described in no specific order
5.1.1. Defects ldentified by CCV

Proactive CC-V functions allow a sink MEP to detect the defect
conditions described in the follow ng subsections. For all of the
described defect cases, a sink MEP should notify the equi pment fault
managenment process of the detected defect.

Sequential consecutive |oss of CCV packets is considered indicative
of an actual break and not of congestive |oss or physical-I|ayer
degradation. The | oss of 3 packets in a row (inplying a detection
interval that is 3.5 tines the insertion tine) is interpreted as a
true break and a condition that will not clear by itself.

A CC-V OAM packet is considered to carry an unexpected gl obally

uni que Source MEP identifier if it is a CC OAM packet received by a
sink MEP nonitoring the MEG for CV; it is a CV OAM packet received by
a sink MEP nonitoring the MEG for CC, or it is a CV OAM packet
received by a sink MEP nonitoring the MEG for CV but carrying a

uni que Source MEP identifier that is different that the expected one.
Conversely, the CCV packet is considered to have an expected

gl obally unique Source MEP identifier; it is a CC OAM packet received
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by a sink MEP nonitoring the MEG for CC, or it is a CV OAM packet
received by a sink MEP nonitoring the MEG for CV and carrying a
uni que Source MEP identifier that is equal to the expected one.

5.1.1.1. Loss of Continuity Defect

When proactive CC-V is enabled, a sink MEP detects a | oss of
continuity (LOC) defect when it fails to receive proactive CCV OAM
packets fromthe source MEP.

o Entry criteria: |If no proactive CCV OAM packets fromthe source
MEP (and in the case of CV, this includes the requirenment to have
the expected gl obally unique Source MEP identifier) are received
within the interval equal to 3.5 tinmes the receiving MEP s
configured CC-V reception period.

o Exit criteria: A proactive CC-V OAM packet fromthe source MEP
(and again in the case of CV, with the expected gl obally unique
Source MEP identifier) is received.

5.1.1.2. Ms-Connectivity Defect

VWhen a proactive CC-V OAM packet is received, a sink MEP identifies a
m s-connectivity defect (e.g., msnerge, msconnection, or unintended
| oopi ng) when the received packet carries an unexpected globally

uni que Source MEP identifier.

o Entry criteria: The sink MEP receives a proactive CCV OAM packet
wi th an unexpected gl obally uni que Source MEP identifier or with
an unexpected encapsul ation.

o Exit criteria: The sink MEP does not receive any proactive CCV
OAM packet with an unexpected gl obal Iy uni que Source MEP
identifier for an interval equal at least to 3.5 times the | ongest
transm ssion period of the proactive CCV OAM packets received
wi th an unexpected gl obally uni que Source MEP identifier since
this defect has been raised. This requires the OAM packet to
self-identify the CC-V periodicity, as not all MEPs can be
expected to have know edge of all MEGs.

5.1.1.3. Period M sconfiguration Defect
I f proactive CC-V OAM packets are received with the expected globally
uni que Source MEP identifier but with a transm ssion period different

than the locally configured reception period, then a CCV period
m sconfiguration defect is detected.
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o Entry criteria: A MEP receives a CC-V proactive packet with the
expected gl obally unique Source MEP identifier but with a
transm ssion period different than its own CC V-configured
transm ssi on peri od.

o Exit criteria: The sink MEP does not receive any proactive CCV
OAM packet with the expected globally unique Source MEP identifier
and an incorrect transm ssion period for an interval equal at
least to 3.5 tines the |ongest transnission period of the
proactive CC-V OAM packets received with the expected globally
uni que Source MEP identifier and an incorrect transm ssion period
since this defect has been raised.

5.1.1.4. Unexpected Encapsul ati on Def ect

5.

1

If proactive CC-V OAM packets are received with the expected globally
uni que Source MEP identifier but with an unexpected encapsul ati on
then a CC-V unexpected encapsul ati on defect is detected.

It should be noted that there are practical linmtations to detecting
unexpect ed encapsul ati on (see Section 5.1.1).

o Entry criteria: A MEP receives a CC-V proactive packet with the
expected gl obally unique Source MEP identifier but with an
unexpect ed encapsul ati on

o Exit criteria: The sink MEP does not receive any proactive CCV
OAM packet with the expected globally unique Source MEP identifier
and an unexpected encapsul ation for an interval equal at least to
3.5 times the |l ongest transm ssion period of the proactive CCV
OAM packets received with the expected globally uni que Source MEP
identifier and an unexpected encapsul ation since this defect has
been rai sed.

2. Consequent Action

A sink MEP that detects any of the defect conditions defined in
Section 5.1.1 declares a defect condition and performs the follow ng
consequent acti ons.

If a MEP detects a mis-connectivity defect, it blocks all the traffic
(including also the user data packets) that it receives fromthe
m sconnected transport path.

If a MEP detects a LOC defect that is not caused by a period

m sconfiguration, it should block all the traffic (including also the
user data packets) that it receives fromthe transport path, if this
consequent action has been enabl ed by the operator.
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It is worth noticing that the OAM requirenments docunent [11]
recomends that CC-V proactive nonitoring be enabled on every MEG in
order to reliably detect connectivity defects. However, CCV
proactive nonitoring can be disabled by an operator for a MEG In
the event of a m sconnection between a transport path that is
proactively nmonitored for CC-V and a transport path that is not, the
VEP of the fornmer transport path will detect a LOC defect
representing a connectivity problem(e.g., a misconnection with a
transport path where CC-V proactive nmonitoring is not enabl ed)
instead of a continuity problem with a consequence of delivery of
traffic to an incorrect destination. For these reasons, the traffic
bl ock consequent action is applied even when a LOC condition occurs.
Thi s bl ock consequent action can be disabl ed through configuration
Thi s deactivation of the block action nay be used for activating or
deactivating the nonitoring when it is not possible to synchronize
the function activation of the two peer MEPs.

If a MEP detects a LOC defect (Section 5.1.1.1) or a m s-connectivity
defect (Section 5.1.1.2), it declares a signal fail condition of the
ME

It is a mtter of local policy whether or not a MEP that detects a
peri od m sconfiguration defect (Section 5.1.1.3) declares a signa
fail condition of the ME

The detection of an unexpected encapsul ati on defect does not have any
consequent action: it is just a warning for the network operator. An
i mpl enentati on able to detect an unexpected encapsul ati on but not
able to verify the source MEP ID may choose to declare a m s-
connectivity defect.

5.1.3. Configuration Considerations

At all MEPs inside a MEG the follow ng configuration information
needs to be configured when a proactive CCV function is enabl ed:

o MEGID the MEGidentifier to which the MEP bel ongs.
o MEP-I1D: the MEP's own identity inside the MEG

o list of the other MEPs in the MEG For a point-to-point MEG the
list would consist of the single MEP ID from which the OAM packets
are expected. 1In case of the root MEP of a P2MP MEG, the list is
conposed of all the leaf MEP IDs inside the MEG I n case of the
| eaf MEP of a P2MP MEG the list is conposed of the root MEP ID
(i.e., each | eaf needs to know the root MEP ID fromwhich it
expects to receive the CCGV OAM packets).
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o PHB for E-LSPs. It identifies the per-hop behavior of a CCV
packet. Proactive CCV packets are transmtted with the "mini num
| oss probability PHB" previously configured within a single
network operator. This PHB is configurable on network operator’s
basis. PHBs can be translated at the network borders.

o transmission rate. The default CC-V transm ssion periods are
applicati on dependent (dependi ng on whether they are used to
support fault nanagenment, perfornmance nonitoring, or protection-
swi tching applications):

* Fault Managenent: default transmi ssion period is 1 s (i.e.
transm ssion rate of 1 packet/second).

* Performance Managenent: default transm ssion period is 100 ns
(i.e., transm ssion rate of 10 packets/second). CCV
contributes to the accuracy of performance nonitoring
statistics by permtting the defect-free periods to be properly
di stingui shed as described in Sections 5.5.1 and 5.6. 1.

* Protection Switching: If protection switching with CCV, defect
entry criteria of 12 ms is required (for example, in
conjunction with the requirenent to support 50 nms recovery tine
as indicated in RFC 5654 [5]), then an inplenmentation should
use a default transm ssion period of 3.33 ns (i.e.
transm ssion rate of 300 packets/second). Sonetines, the
requi rement of 50 ns recovery time is associated with the
requi rement for a CC-V defect entry criteria period of 35 ms;
in these cases a transm ssion period of 10 nms (i.e.
transm ssion rate of 100 packets/second) can be used.

Furt hernore, when there is no need for so small CC V defect
entry criteria periods, a |larger transm ssion period can be
used.

It should be possible for the operator to configure these
transm ssion rates for all applications, to satisfy specific network
requirenents.

Note that the reception period is the same as the configured
transm ssion rate.

For managenent - provi si oned transport paths, the above paraneters are
statically configured; for dynamically signaled transport paths, the
configuration information is distributed via the control plane.

The operator should be able to enabl e/ di sabl e sone of the consequent

actions. Wich consequent actions can be enabl ed/di sabled is
described in Section 5.1.2.
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5.2. Renote Defect Indication

The Renote Defect Indication (RDI) function, as required in Section
2.2.9 of RFC 5860 [11], is an indicator that is transmtted by a sink
MEP to comunicate to its source MEP that a signal fail condition

exists. In case of co-routed and associ ated bidirectional transport
paths, RDI is associated with proactive CC-V, and the RDl indicator
can be piggy-backed onto the CCV packet. In case of unidirectiona

transport paths, the RD indicator can be sent only using an out-of -
band return path if it exists and its usage is enabled by policy
actions.

When a MEP detects a signal fail condition (e.g., in case of a
continuity or connectivity defect), it should begin transmtting an
RDI indicator to its peer MEP. VWhen incorporated into CC-V, the RD
information will be included in all proactive CCV packets that it
generates for the duration of the signal fail condition s existence.

A MEP that receives packets froma peer MEP with the RDI infornmation
shoul d determne that its peer MEP has encountered a defect condition
associated with a signal fail condition

M Ps as well as internedi ate nodes not supporting MPLS-TP OAM are
transparent to the RDI indicator and forward OAM packets that include
the RDI indicator as regular data packets, i.e., the MP should not
perform any actions nor examine the indicator.

VWhen the signal fail condition clears, the MEP should stop
transmtting the RDI indicator to its peer MEP. \When incorporated
into CC-V, the RDI indicator will not be set for subsequent
transm ssi on of proactive CC-V packets. A MEP should clear the RDI
def ect upon reception of an RDI indicator cleared.

5.2.1. Configuration Considerations

In order to support RDI, the indication may be carried in a unique
OAM packet or may be enbedded in a CC-V packet. The in-band RD
transm ssion rate and PHB of the OAM packets carrying RD s shoul d be
the sane as that configured for CCV to allow both far-end and near -
end defect conditions being resolved in a timefrane that has the sane
order of magnitude. This tinefrane is application specific as
described in Section 5.1.3. Methods of the out-of-band return paths
will dictate how out-of-band RDIs are transmitted.
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5.3. Alarm Reporting

The Al arm Reporting function, as required in Section 2.2.8 of RFC
5860 [11], relies upon an Alarmlndication Signal (Al'S) packet to
suppress alarnms followi ng detection of defect conditions at the
server (sub-)layer.

When a server MEP asserts a signal fail condition, it notifies that
to the co-located MPLS-TP client/server adaptation function that then
generates OAM packets with AIS information in the downstream
direction to allow the suppression of secondary alarms at the MPLS- TP
MEP in the client (sub-)Ilayer.

The generation of packets with AIS information starts inmmediately
when the server MEP asserts a signal fail condition. These periodic
OAM packets, with AIS information, continue to be transmitted unti
the signal fail condition is cleared.

It is assuned that to avoid spurious alarmgeneration a MEP detecting
a loss of continuity defect (see Section 5.1.1.1) will wait for a

hol d-of f interval prior to asserting an alarmto the managenent
system Therefore, upon receiving an OAM packet with Al'S

i nformati on, an MPLS-TP MEP enters an Al S defect condition and
suppresses reporting of alarns to the NMS on the loss of continuity
with its peer MEP, but it does not block traffic received fromthe
transport path. A MEP resunes |oss of continuity alarm generation
upon detecting loss of continuity defect conditions in the absence of
Al'S condition.

M Ps, as well as internedi ate nodes, do not process AlS infornmation
and forward these AIS OAM packets as regul ar data packets.

For exanple, let’'s consider a fiber cut between T-PE 1 and LSR 2 in
the reference network of Figure 5. Assuming that all of the MEGs
described in Figure 5 have proactive CCV enabled, a LOC defect is
detected by the MEPs of Secl2 SMEG LSP13 LMEG PWL PSVEG and PWLZ
PMEG however, in a transport network, only the alarm associated to
the fiber cut needs to be reported to an NM5, while all secondary
al arnms shoul d be suppressed (i.e., not reported to the NVS or
reported as secondary al arns).

If the fiber cut is detected by the MEP in the physical layer (in LSR
2), LSR 2 can generate the proper alarmin the physical |ayer and
suppress the secondary al arm associated with the LOC defect detected
on Secl2 SMEG As both MEPs reside within the same node, this
process does not involve any external protocol exchange. O herw se,
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if the physical |ayer does not have enough OAM capabilities to detect
the fiber cut, the MEP of Secl2 SMEGin LSR 2 will report a LCC
al arm

In both cases, the MEP of Secl2 SMEG in LSR 2 notifies the adaptation
function for LSP13 LMEG that then generates Al S packets on the LSP13
LMEG in order to allowits MEP in S-PE 3 to suppress the LOC al arm
S-PE 3 can al so suppress the secondary al arm on PW3 PSMEG because
the MEP of PWL3 PSMEG resides within the same node as the MEP of
LSP13 LMEG  The MEP of PW3 PSMEG in S-PE 3 also notifies the
adaptation function for PMZ PMEG that then generates Al S packets on
PWZ PMEG in order to allowits MEP in T-PE Z to suppress the LOC
alarm

The generation of Al'S packets for each MEGin the MPLS-TP client
(sub-)layer is configurable (i.e., the operator can enabl e/ disable
the AI'S generation).

The AIS condition is cleared if no Al'S packet has been received in
3.5 tines the AI'S transm ssion period.

The AIS transmi ssion period is traditionally one per second, but an
option to configure |onger periods would be also desirable. As a
consequence, OAM packets need to self-identify the transm ssion
peri od such that proper exit criteria can be established.

Al S packets are transmitted with the "mininum]loss probability PHB"
within a single network operator. For E-LSPs, this PHB is

confi gurable on network operator’s basis, while for L-LSPs, this is
determ ned as per RFC 3270 [23].

5.4. Lock Reporting

The Lock Reporting function, as required in Section 2.2.7 of RFC 5860
[11], relies upon a Lock Report (LKR) packet used to suppress al arns
following adm nistrative |ocking action in the server (sub-)Ilayer.

When a server MEP is |ocked, the MPLS-TP client (sub-)Ilayer
adaptation function generates packets with LKR information to all ow
the suppression of secondary alarnms at the MEPs in the client
(sub-)layer. Again, it is assumed that there is a hold-off for any
|l oss of continuity alarns in the client-layer MEPs downstream of the

node originating the Lock Report. |In case of client (sub-)layer co-
routed bidirectional transport paths, the LKR information is sent on
both directions. In case of client (sub-)layer unidirectiona

transport paths, the LKR information is sent only in the downstream
direction. As a consequence, in case of client (sub-)layer point-to-
nmul tipoint transport paths, the LKR information is sent only to the

Busi & Allan I nf or mati onal [ Page 42]



RFC 6371 OAM Fr anewor k for MPLS-Based Transport Sept ember 2011

MEPs that are downstream fromthe server (sub-)layer that has been
adnm nistratively locked. Cient (sub-)layer associated bidirectional
transport paths behave |ike co-routed bidirectional transport paths
if the server (sub-)layer that has been adnministratively |locked is
used by both directions; otherw se, they behave |ike unidirectional
transport paths.

The generation of packets with LKR information starts inmmediately
when the server MEP is | ocked. These periodic packets, with LKR

i nformation, continue to be transmtted until the | ocked condition is
cl eared.

Upon receiving a packet with LKR information, an MPLS-TP MEP enters
an LKR defect condition and suppresses the loss of continuity alarm
associated with its peer MEP but does not block traffic received from
the transport path. A MEP resunmes | oss of continuity alarm
generation upon detecting | oss of continuity defect conditions in the
absence of the LKR condition.

M Ps, as well as internedi ate nodes, do not process the LKR
i nformation; they forward these LKR OAM packets as regul ar data
packets.

For exanple, let’s consider the case where the MPLS-TP Section
between T-PE 1 and LSR 2 in the reference network of Figure 5 is
administratively locked at LSR 2 (in both directions).

Assuming that all the MEGs described in Figure 5 have proactive CCV
enabl ed, a LOC defect is detected by the MEPs of LSP13 LMEG PW
PSMEG and PWZ PMEG however, in a transport network all these
secondary al arns shoul d be suppressed (i.e., not reported to the NVB
or reported as secondary al arns).

The MEP of Secl2 SMEG in LSR 2 notifies the adaptation function for
LSP13 LMEG that then generates LKR packets on the LSP13 LMEG i n order
to allowits MEPs in T-PE 1 and S-PE 3 to suppress the LOC al arm
S-PE 3 can al so suppress the secondary al arm on PW3 PSMEG because
the MEP of PWL3 PSMEG resides within the same node as the MEP of
LSP13 LMEG. The MEP of PW3 PSMEG in S-PE 3 also notifies the
adaptation function for PMZ PMEG that then generates Al S packets on
PWZ PMEG in order to allowits MEP in T-PE Z to suppress the LOC
alarm

The generation of LKR packets for each MEGin the MPLS-TP client

(sub-)layer is configurable (i.e., the operator can enabl e/ disable
the LKR generation).
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The | ocked condition is cleared if no LKR packet has been received
for 3.5 times the transm ssion period.

The LKR transm ssion period is traditionally one per second, but an
option to configure |onger periods would be also desirable. As a
consequence, OAM packets need to self-identify the transm ssion
peri od such that proper exit criteria can be established.

LKR packets are transnmitted with the "m nimum | oss probability PHB"
within a single network operator. For E-LSPs, this PHB is

confi gurable on network operator’s basis, while for L-LSPs, this is
determ ned as per RFC 3270 [23].

5.5. Packet Loss Measurenent

Packet Loss Measurement (LM is one of the capabilities supported by
the MPLS-TP Performance Mnitoring (PM function in order to
facilitate reporting of Quality of Service (QS) information for a
transport path as required in Section 2.2.11 of RFC 5860 [11]. LMis
used to exchange counter values for the nunber of ingress and egress
packets transnitted and received by the transport path nmonitored by a
pair of MEPs.

Proactive LMis perfornmed by periodically sending LM OAM packets from
a MEP to a peer MEP and by receiving LM OAM packets fromthe peer MEP
(if a co-routed or associated bidirectional transport path) during
the lifetime of the transport path. Each MEP perforns neasurenents
of its transmtted and received user data packets. These
nmeasurenents are then correlated in real time with the peer MEP in
the ME to derive the inpact of packet |oss on a nunber of performance
netrics for the ME in the MEG The LMtransactions are issued such
that the OAM packets will experience the same PHB scheduling class as
the nmeasured traffic while transiting between the MEPs in the ME

For a MEP, near-end packet |oss refers to packet |oss associated with
i ncom ng data packets (fromthe far-end MEP), while far-end packet

| oss refers to packet |oss associated with egress data packets
(towards the far-end MEP)

Proactive LM can be operated in two ways:

0 One-way: a MEP sends an LM OAM packet to its peer MEP contai ning
all the required information to facilitate near-end packet | oss
nmeasurenents at the peer MEP

o Two-way: a MEP sends an LM OAM packet with an LM request to its

peer MEP, which replies with an LM OAM packet as an LM response.
The request/response LM OAM packets contain all the required
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information to facilitate both near-end and far-end packet | oss
measurements fromthe viewpoint of the originating MEP.

One-way LMis applicable to both unidirectional and bidirectiona
(co-routed or associated) transport paths, while two-way LMis
applicable only to bidirectional (co-routed or associated) transport
pat hs.

M Ps, as well as internedi ate nodes, do not process the LM
i nformation; they forward these proactive LM OAM packets as regul ar
dat a packets.

5.5.1. Configuration Considerations

In order to support proactive LM the transnission rate and, for
E-LSPs, the PHB class (associated with the LM OAM packets origi nating
froma MEP) need to be configured as part of the LM provisioning. LM
OAM packets should be transmitted with the PHB that yields the | owest
drop precedence within the neasured PHB Scheduling C ass (see RFC
3260 [17]), in order to maxim ze reliability of neasurement within
the traffic class.

If that PHB class is not an ordered aggregate where the ordering
constraint is all packets with the PHB class being delivered in
order, LM can produce inconsistent results.

Performance nonitoring (e.g., LM is only relevant when the transport
path is defect free. CCV contributes to the accuracy of PM
statistics by permtting the defect-free periods to be properly

di stingui shed. Therefore, support of proactive LMhas inplications
on the CC-V transm ssion period (see Section 5.1.3).

5.5.2. Sanpling Skew

[f an inplenentati on nakes use of a hardware forwardi ng path that
operates in parallel with an OAM processi ng path, whether hardware or
software based, the packet and byte counts nay be skewed if one or
nore packets can be processed before the OAM processi ng sanpl es
counters. |If OAMis inplemented in software, this error can be quite
| ar ge.

5.5.3. Miltilink Issues
If multilink is used at the ingress or egress of a transport path,
there may not be a single packet-processing engi ne where an LM packet

can be injected or extracted as an atom c operation while having
accurate packet and byte counts associated with the packet.
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In the case where nmultilink is encountered along the route of the
transport path, the reordering of packets within the transport path
can cause inaccurate LMresults.

5.6. Packet Del ay Measurenent

Packet Delay Measurenent (DM is one of the capabilities supported by
the MPLS-TP PM function in order to facilitate reporting of QS
information for a transport path as required in Section 2.2.12 of RFC
5860 [11]. Specifically, proactive DMis used to measure the | ong-
term packet del ay and packet delay variation in the transport path
nonitored by a pair of MNEPs.

Proactive DMis perfornmed by sending periodic DM OAM packets from a
MEP to a peer MEP and by receiving DM OAM packets fromthe peer MEP
(if a co-routed or associated bidirectional transport path) during a
configurable tinme interval.

Proactive DM can be operated in two ways:

o0 One-way: a MEP sends a DM OAM packet to its peer MEP containing
all the required information to facilitate one-way packet del ay
and/ or one-way packet delay variation neasurenents at the peer
MEP. Note that this requires precise tinme synchronization at
ei ther MEP by neans outside the scope of this franmework.

o Two-way: a MEP sends a DM OAM packet with a DM request to its peer
MEP, which replies with a DM OAM packet as a DM response. The
request/response DM OAM packets contain all the required
information to facilitate two-way packet delay and/or two-way
packet delay variation neasurenments fromthe vi ewpoi nt of the
originating MEP.

One-way DM is applicable to both unidirectional and bidirectiona
(co-routed or associated) transport paths, while two-way DM i s
applicable only to bidirectional (co-routed or associated) transport
pat hs.

M Ps, as well as internedi ate nodes, do not process the DM
i nformation; they forward these proacti ve DM OAM packets as regul ar
dat a packets.

5.6.1. Configuration Considerations
In order to support proactive DM the transm ssion rate and, for
E-LSPs, the PHB (associated with the DM OAM packets originating from

a MEP) need to be configured as part of the DM provisioning. DM OAM
packets should be transmtted with the PHB that yields the | onest
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drop precedence within the neasured PHB Scheduling C ass (see RFC
3260 [17]).

Performance nmonitoring (e.g., DM is only relevant when the transport
path is defect free. CCV contributes to the accuracy of PM
statistics by permtting the defect-free periods to be properly

di stingui shed. Therefore, support of proactive DM has inplications
on the CC-V transm ssion period (see Section 5.1.3).

5.7. dient Failure Indication

The Client Failure Indication (CFl) function, as required in Section
2.2.10 of RFC 5860 [11], is used to help process client defects and
propagate a client signal defect condition fromthe process
associated with the | ocal attachment circuit where the defect was
detected (typically the source adaptation function for the |oca
client interface). It is propagated to the process associated with
the far-end attachnent circuit (typically the source adaptation
function for the far-end client interface) for the sane transni ssion
path, in case the client of the transport path does not support a
nati ve defect/al armindication nmechanism e.g., AlS.

A source MEP starts transmitting a CFl to its peer MEP when it
receives a local client signal defect notification via its |loca

client signal fail indication. Mechanisns to detect |ocal client
signal fail defects are technology specific. Sinilarly, mechanisms
to determne when to cease originating client signal fail indication

are al so technol ogy specific.

A sink MEP that has received a CFl reports this condition to its
associated client process via its local CFl function. Consequent
actions toward the client attachment circuit are technol ogy specific.

There needs to be a 1:1 correspondence between the client and the
MEG ot herwi se, when nultiple clients are nultiplexed over a
transport path, the CFlI packet requires additional information to
permt the client instance to be identified.

M Ps, as well as internedi ate nodes, do not process the CF
i nformation; they forward these proactive CFl OAM packets as regul ar
dat a packets.
5.7.1. Configuration Considerations
In order to support CFl indication, the CFl transmi ssion rate and,

for E-LSPs, the PHB of the CFlI QOAM packets shoul d be configured as
part of the CFlI configuration
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6.

6.

OAM Functions for On-Denand Mnitoring

In contrast to proactive nmonitoring, on-demand nonitoring is
initiated manually and for a limted amount of tine, usually for
operations such as diagnostics to investigate a defect condition.

On-demand nonitoring covers a conbi nation of "in-service" and "out-
of -service" monitoring functions. The control and neasurenent
i mplications are:

1. A MEG can be directed to performan "on-demand” functions at
arbitrary tines in the lifetinme of a transport path.

2. "Qut-of-service" nonitoring functions nay require a prior
configuration of both MEPs and internedi ate nodes in the MEG
(e.g., data-plane | oopback) and the issuance of notifications into
client layers of the transport path being renmoved from service
(e.g., lock reporting)

3. The neasurenents resulting from "on-demand" nonitoring are
typically harvested in real time, as they are frequently initiated
manual | y. These do not necessarily require different harvesting
mechani sns than for harvesting proactive nonitoring telenetry.

The functions that are exclusively out-of-service are those descri bed
in Section 6.3. The renainder are applicable to both in-service and
out - of - service transport paths.

1. Connectivity Verification

The on-denand connectivity verification function, as required in
Section 2.2.3 of RFC 5860 [11], is a transaction that flows fromthe
originating MEP to a target MP or MEP to verify the connectivity
bet ween t hese points.

Use of on-demand CV is dependent on the existence of a bidirectiona
ME or an associated return Mg, or the availability of an out-of-band
return path, because it requires the ability for target MPs and MEPs
to direct responses to the originating MEPs.

One possi bl e use of on-demand CV would be to performfault nanagenent
wi t hout using proactive CC-V, in order to preserve network resources,
e.g., bandwi dth, processing tine at switches. |In this case, network
managenment periodically i nvokes on-demand CV
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An additional use of on-demand CV would be to detect and |ocate a
probl em of connectivity when a problemis suspected or known to be
based on other tools. |In this case, the functionality will be
triggered by the network managenment in response to a status signal or
al armindi cati on.

On-demand CV i s based upon generation of on-denand CV packets that
shoul d uniquely identify the MEG that is being checked. The on-
demand functionality may be used to check either an entire MEG (end-
to-end) or between the originating MEP and a specific MP. This
functionality may not be avail able for associ ated bidirectiona
transport paths or unidirectional paths, as the MP may not have a
return path to the originating MEP for the on-demand CV transaction

When on-demand CV is invoked, the originating MEP i ssues a sequence
of on-demand CV packets that uniquely identifies the MEG being
verified. The nunmber of packets and their transm ssion rate should
be pre-configured at the originating MEP to take into account norna
packet -1 oss conditions. The source MEP shoul d use the nmechani sns
defined in Sections 3.3 and 3.4 when sending an on-demand CV packet
to a target MEP or target MP, respectively. The target MEP/MP
shall return a reply on-demand CV packet for each packet received.
If the expected nunmber of on-demand CV reply packets is not received
at the originating MEP, this is an indication that a connectivity
probl em nay exi st.

On-demand CV shoul d have the ability to carry padding such that a
variety of MIU sizes can be originated to verify the MIU transport
capability of the transport path.

M Ps that are not targeted by on-demand CV packets, as well as
i nternedi ate nodes, do not process the CV infornmation; they forward
these on-denand CV OAM packets as regul ar data packets.

6.1.1. Configuration Considerations

For on-demand CV, the originating MEP should support the
configuration of the nunmber of packets to be transmitted/received in
each sequence of transm ssions and their packet size.

In addition, when the CV packet is used to check connectivity toward
a target MP, the nunber of hops to reach the target M P should be
confi gured.

For E-LSPs, the PHB of the on-demand CV packets shoul d be configured

as well. This permts the verification of correct operation of QS
gueuing as well as connectivity.
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6.2. Packet Loss Measurenent

On-demand Packet Loss Measurenment (LM is one of the capabilities
supported by the MPLS-TP Performance Mnitoring function in order to
facilitate the diagnosis of QoS performance for a transport path, as
required in Section 2.2.11 of RFC 5860 [11].

On-demand LM is very sinmlar to proactive LM described in Section
5.5. This section focuses on the differences between on-denand and
proactive LM

On-demand LM is perforned by periodically sending LM OAM packets from
a MEP to a peer MEP and by receiving LM OAM packets fromthe peer MEP
(if a co-routed or associated bidirectional transport path) during a
pre-defined nmonitoring period. Each MEP perforns measurenents of its
transmtted and received user data packets. These measurenents are
then correlated to eval uate the packet-1oss perfornmance metrics of
the transport path.

Use of packet |oss neasurenment in an out-of-service transport path
requires a traffic source such as a test device that can inject
synthetic traffic.

6.2.1. Configuration Considerations
In order to support on-demand LM the beginning and duration of the
LM procedures, the transm ssion rate, and, for E-LSPs, the PHB cl ass
(associated with the LM OAM packets originating froma MEP) nust be
configured as part of the on-demand LM provisioning. LM OAM packets
should be transmtted with the PHB that yields the | owest drop
precedence as described in Section 5.5. 1.

6.2.2. Sanpling Skew

The sane considerations described in Section 5.5.2 for the proactive
LM are al so applicable to on-denmand LM i npl enent ati ons.

6.2.3. Miltilink |Issues
Multilink i ssues are as described in Section 5.5.3.
6.3. Diagnostic Tests

Di agnostic tests are tests performed on a MEG that has been taken out
of service
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6.3.1. Throughput Estinmation

Throughput estimation is an on-denand out-of -service function, as
required in Section 2.2.5 of RFC 5860 [11], that allows verifying the
bandwi dt h/ t hr oughput of an MPLS-TP transport path (LSP or PW before
it is put in service.

Throughput estimation is performed between MEPs and between a MEP and
a MP. It can be performed in one-way or two-way nodes.

According to RFC 2544 [12], this test is perfornmed by sending CAM
test packets at increasing rates (up to the theoretical nmaxi mum,
conputing the percentage of OAMtest packets received, and reporting
the rate at which OAM test packets begin to drop. |In general, this
rate i s dependent on the OAMtest packet size.

VWhen configured to performsuch tests, a source MEP inserts OAMt est
packets with a specified packet size and transm ssion pattern at a
rate to exercise the throughput.

The throughput test can create congestion within the network, thus

i mpacting other transport paths. However, the test traffic should
conmply with the traffic profile of the transport path under test, so
the inpact of the test will not be worse than the inpact caused by
the custoners, whose traffic would be sent over that transport path,
sending the traffic at the maximumrate allowed by their traffic
profiles. Therefore, throughput tests are not applicable to
transport paths that do not have a defined traffic profile, such as
LSPs in a context where statistical nultiplexing is | everaged for
net wor k capacity di nensi oning.

For a one-way test, the renpte sink MEP receives the OQAMtest packets
and cal cul ates the packet |1oss. For a two-way test, the renote MEP

| oops the OAM test packets back to the original MEP, and the |oca
sink MEP cal cul ates the packet |oss.

It is worth noting that two-way throughput estimation is only
applicable to bidirectional (co-routed or associated) transport paths
and can only evaluate the m ninum of avail abl e throughput of the two
directions. |In order to estimate the throughput of each direction
uni quely, two one-way throughput estimati on sessions have to be set
up. One-way throughput estimation requires coordination between the
transmtting and receiving test devices as described in Section 6 of
RFC 2544 [12].

It is also worth noting that if throughput estimation is perforned on

transport paths that transit oversubscribed |inks, the test may not
produce conprehensive results if viewed in isolation because the
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i npact of the test on the surrounding traffic needs to al so be
consi dered. Moreover, the estimation will only reflect the bandw dth
avail abl e at the nonent when the nmeasure is made.

M Ps that are not targeted by on-demand test OAM packets, as well as
i nternedi ate nodes, do not process the throughput test information;
they forward these on-denand test OAM packets as regul ar data
packets.

6.3.1.1. Configuration Considerations

Thr oughput estimation is an out-of-service tool. The diagnosed MEG
should be put into a | ocked state before the diagnostic test is
started.

A MEG can be put into a |ocked state either via an NMS action or
using the Lock Instruct OAMtool as defined in Section 7.

At the transmitting MEP, provisioning is required for a test signa
generator that is associated with the MEP. At a receiving MEP
provisioning is required for a test signal detector that is
associated with the MEP

In order to ensure accurate neasurenent, care needs to be taken to
enabl e t hroughput estimation only if all the MEPs within the MEG can
process OAM test packets at the sane rate as the payload data rates
(see Section 6.3.1.2).

6.3.1.2. Limted OAM Processing Rate

If an inplenentation is able to process payl oad at nmuch hi gher data
rates than OAM test packets, then accurate neasurenent of throughput
using OAM test packets is not achievable. Whether OAM packets can be
processed at the same rate as payload is inplenentation dependent.

6.3.1.3. Miltilink Considerations

If multilink is used, then it may not be possible to perform
t hroughput neasurenent, as the throughput test nay not have a
mechani smfor utilizing nmore than one conponent |ink of the
aggregated |ink.

6.3.2. Data-Plane Loopback
Dat a- pl ane | oopback is an out-of-service function, as required in
Section 2.2.5 of RFC 5860 [11]. This function consists in placing a

transport path, at either an internediate or term nating node, into a
dat a- pl ane | oopback state, such that all traffic (including both
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payl oad and OAM received on the | ooped back interface is sent on the
reverse direction of the transport path. The traffic is | ooped back
unnodi fi ed except for normal per-hop processing such as TTL
decrenent .

The dat a- pl ane | oopback function requires that the MEGis | ocked such
that user data traffic is prevented fromentering/exiting that MG
Instead, test traffic is inserted at the ingress of the MEG This
test traffic can be generated froman internal process residing
within the ingress node or injected by external test equi pnent
connected to the ingress node.

It is also normal to disable proactive nonitoring of the path as the
MEP | ocated upstreamwith respect to the node set in the data-plane
| oopback nmode will see all the OAM packets originated by itself, and
this my interfere with other measurenents.

The only way to send an OAM packet (e.g., to renove the data-pl ane

| oopback state) to the MPs or MEPs hosted by a node set in the data-
pl ane | oopback nmode is via TTL expiry. It should also be noted that
M Ps can be addressed with nore than one TTL val ue on a co-routed

bi directional path set into data-plane | oopback

If the | oopback function is to be perforned at an internedi ate node,
it is only applicable to co-routed bidirectional paths. |If the

| oopback is to be perforned end to end, it is applicable to both co-
routed bidirectional and associ ated bidirectional paths.

It should be noted that data-plane | oopback function itself is
applied to data-plane | oopback points that can reside on different
interfaces from M Ps/ MEPs. \Where a node i npl enents data- pl ane

| oopback capability and whether it inplements it in nore than one
point is inplenmentation dependent.

6.3.2.1. Configuration Considerations

Dat a- pl ane | oopback is an out-of-service tool. The MEG that defines
a di agnosed transport path should be put into a | ocked state before
the diagnostic test is started. However, a neans is required to
permt the originated test traffic to be inserted at the ingress MEP
when dat a- pl ane | oopback is perforned.

A transport path, at either an internmediate or term nating node, can

be put into data-plane | oopback state via an NM5 action or using an
OAM t ool for data-pl ane | oopback configuration
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I f the data-plane | oopback point is set sonewhere at an internediate
point of a co-routed bidirectional transport path, the side of the

| oopback function (east/west side or both sides) needs to be
confi gur ed.

6.4. Route Tracing

It is often necessary to trace a route covered by a MEG from an
originating MEP to the peer MEP(s) including all the MPs in between.
This may be conducted after provisioning an MPLS-TP transport path
for, e.g., troubleshooting purposes such as fault Iocalization

The route tracing function, as required in Section 2.2.4 of RFC 5860
[11], is providing this functionality. Based on the fate-sharing
requi renent of OAM flows, i.e., OAM packets receive the sane
forwarding treatnent as data packets, route tracing is a basic neans
to performconnectivity verification and, to a nuch | esser degree,
continuity check. For this function to work properly, a return path
nust be present.

Route tracing might be inplenented in different ways, and this
docunent does not preclude any of them

Route tracing should al ways di scover the full list of MPs and of
peer MEPs. |In case a defect exists, the route tracing function wll
only be able to trace up to the defect, and it needs to be able to
return the inconplete list of CAMentities that it was able to trace
so that the fault can be localized.

6.4.1. Configuration Considerations

The configuration of the route tracing function nust at |east support
the setting of the nunber of trace attenpts before it gives up

6.5. Packet Del ay Measurenent

Packet Delay Measurenent (DM is one of the capabilities supported by
the MPLS-TP PM function in order to facilitate reporting of QS
information for a transport path, as required in Section 2.2.12 of
RFC 5860 [11]. Specifically, on-demand DMis used to measure packet
del ay and packet delay variation in the transport path nmonitored by a
pair of MEPs during a pre-defined nonitoring period.

On-demand DM i s perforned by sending periodic DM OAM packets from a
MEP to a peer MEP and by receiving DM OAM packets fromthe peer MEP
(if a co-routed or associated bidirectional transport path) during a
configurable time interval.
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On-demand DM can be operated in two nodes:

o0 One-way: a MEP sends a DM OAM packet to its peer MEP containing
all the required information to facilitate one-way packet del ay
and/ or one-way packet delay variation neasurenents at the peer
MEP. Note that this requires precise tinme synchronization at
ei ther MEP by neans outside the scope of this franmework.

o Two-way: a MEP sends a DM OAM packet with a DM request to its peer
MEP, which replies with a DM OAM packet as a DM response. The
request/response DM OAM packets contain all the required
information to facilitate two-way packet delay and/or two-way
packet delay variation neasurenments fromthe vi ewpoi nt of the
originating MEP.

M Ps, as well as internedi ate nodes, do not process the DM
i nformation; they forward these on-demand DM OAM packets as regul ar
dat a packets.

5.1. Configuration Considerations

In order to support on-demand DM the begi nning and duration of the
DM procedures, the transm ssion rate and, for E-LSPs, the PHB
(associated with the DM OAM packets originating froma MEP) need to
be configured as part of the DM provisioning. DM OAM packets shoul d
be transmitted with the PHB that yields the | owest drop precedence
within the nmeasured PHB Scheduling O ass (see RFC 3260 [17]).

In order to verify different performances between | ong and short
packets (e.g., due to the processing tine), it should be possible for
the operator to configure the packet size of the on-demand OAM DM
packet .

OAM Functions for Adm nistration Contr ol
1. Lock Instruct

The Lock Instruct (LKI) function, as required in Section 2.2.6 of RFC
5860 [11], is a command allowing a MEP to instruct the peer MEP(S) to
put the MPLS-TP transport path into a | ocked condition.

This function allows single-side provisioning for adm nistratively
| ocking (and unl ocki ng) an MPLS-TP transport path.

Note that it is also possible to adnministratively |Iock (and unl ock)
an MPLS-TP transport path using two-side provisioning, where the NVS
adm nistratively puts both MEPs into an administrative |ock
condition. In this case, the LKI function is not required/ used.
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M Ps, as well as internedi ate nodes, do not process the Lock |nstruct
i nformation; they forward these on-demand LKI OAM packets as regul ar
dat a packets.

7.1.1. Locking a Transport Path

A MEP, upon receiving a single-side adm nistrative | ock conmand from
an NMS, sends an LKI request OAM packet to its peer MEP(s). It also
puts the MPLS-TP transport path into a | ocked state and notifies its
client (sub-)layer adaptation function upon the |ocked condition

A MEP, upon receiving an LKl request fromits peer MEP, can either
accept or reject the instruction and replies to the peer MEP with an
LKI reply OAM packet indicating whether or not it has accepted the
instruction. This requires either an in-band or out-of-band return
path. The LKI reply is needed to allow the MEP to properly report to
the NM5 the actual result of the single-side adm nistrative |ock
command.

If the lock instruction has been accepted, it also puts the MPLS-TP
transport path into a | ocked state and notifies its client
(sub-)l ayer adaptation function upon the | ocked condition

Note that if the client (sub-)layer is also MPLS-TP, Lock Report
(LKR) generation at the client MPLS-TP (sub-)layer is started, as
described in Section 5.4.

7.1.2. Unlocking a Transport Path

A MEP, upon receiving a single-side admnistrative unl ock command
from NVS, sends an LKI renpval request OAM packet to its peer MEP(S).

The peer MEP, upon receiving an LKI rempval request, can either
accept or reject the removal instruction and replies with an LK
renoval reply OAM packet indicating whether or not it has accepted
the instruction. The LKI renoval reply is needed to allow the MEP to
properly report to the NMS the actual result of the single-side

admi ni strative unl ock conmand.

If the lock renmpbval instruction has been accepted, it also clears the
| ocked condition on the MPLS-TP transport path and notifies its
client (sub-)layer adaptation function of this event.

The MEP that has initiated the LKI clear procedure, upon receiving a
positive LKl renoval reply, also clears the | ocked condition on the
MPLS-TP transport path and notifies this event to its client

(sub-)l ayer adaptation function
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Note that if the client (sub-)layer is also MPLS-TP, Lock Report
(LKR) generation at the client MPLS-TP (sub-)layer is termnminated, as
described in Section 5. 4.

8. Security Considerations

A nunber of security considerations are inmportant in the context of
OAM appl i cati ons.

OAM traffic can reveal sensitive information, such as performance
data and details, about the current state of the network. Insertion
or nodification of OQAMtransacti ons can mask the true operationa
state of the network, and in the case of transactions for

admini stration control, such as |ock or data-pl ane | oopback

i nstructions, these can be used for explicit denial-of-service
attacks. The effect of such attacks is mitigated only by the fact
that, for in-band nmessaging, the managed entiti es whose state can be
nmasked is limted to those that transit the point of nmalicious access
to the network internals due to the fate-sharing nature of OAM
nessaging. This is not true when an out-of-band return path is

enpl oyed.

The sensitivity of OAM data therefore suggests that one solution is
that some formof authentication, authorization, and encryption is in
place. This will prevent unauthorized access to vital equipnent, and
it will prevent third parties fromlearning about sensitive

i nformati on about the transport network. However, it should be
observed that the conbination of the frequency of some OAM
transactions, the need for tineliness of CAMtransacti on exchange,
and all permutations of unique MEP to MEP, MEP to M P, and

i nternedi ate-systemoriginated transactions mtigates against the
practical establishnment and mai ntenance of a | arge nunber of security
associ ati ons per MEG either in advance or as required.

For this reason, it is assumed that the internal |inks of the network
are physically secured fromnalicious access such that OAM
transactions scoped to fault and perfornmance nanagenent of individua
MEGs are not encumbered with additional security. Further, it is
assuned in multi-provider cases where OAM transactions originate

out side of an individual provider’s trusted domain that filtering
mechani sns or further encapsulation will need to constrain the
potential inpact of malicious transactions. Mechanisns that the
franmewor k does not specify mght be subject to additional security
consi derati ons.

In case of misconfiguration, some nodes can receive OAM packets that

they cannot recognize. 1In such a case, these OAM packets should be
silently discarded in order to avoid mal functi ons whose effects may
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be simlar to nmalicious attacks (e.g., degraded performance or even
failure). Further considerations about data-plane attacks via G ACh
are provided in RFC 5921 [8].
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